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Abstract—The fifth-generation (5G) mobile network 

revolutionizes connectivity through ultra-high data rates, 

massive device interconnectivity, and low latency. However, its 

implementation introduces challenges, especially increased 

energy consumption due to denser base station deployments and 

higher processing requirements. To address these concerns, this 

review explores the integration of advanced technologies, 

including network slicing, Cloud radio access networks (C-

RAN), edge computing, and artificial intelligence (AI)-based 

optimization in 5G systems. C-RAN enhances network 

scalability and resource efficiency by centralizing baseband 

processing, while Edge computing lowers latency and improves 

real-time responsiveness for applications like as immersive 

media as well as remote medical care by bringing computation 

closer to end users. Network slicing supports several 

applications for 5G, such as improved mobile broadband 

(eMBB), ultra-reliable low latency communications (URLLC), 

and massive machine-type communications (MMTC), by 

enabling customized virtual networks over common physical 

infrastructure. Furthermore, AI techniques empower intelligent 

resource management and predictive analytics for efficient 

network operation. This review highlights current 

architectures, key components, implementation challenges, and 

practical applications, offering a thorough comprehension of 

how These technological converge to optimize 5G Cloud RAN 

deployments. 

Keywords—Cloud radio access networks (C-RAN), 5G Cloud 

RAN, Edge Computing, Network Slicing, Artificial Intelligence 

(AI), AI optimization, ultra-reliable low latency communications 

(URLLC), massive machine-type communications (MMTC). 

I. INTRODUCTION 

The digital world will be revolutionized by mobile 
networks of the 5th generation (5G), which offer customers 
innovative and cutting-edge services, far faster data 
transmission speeds, and the ability to link multiple network 
devices.  Given the cost and quantity of resources required to 
fully implement standalone 5G networks, this cutting-edge 
technology also presents issues that must be resolved, one of 
which is undoubtedly the mobile network's increased energy 
consumption. This is a result of 5G networks' primary feature, 
which is the requirement for faster data transfer across 
broadband channels, which calls for a higher density of base 
stations (BS) deployments and larger BS capabilities.  These 
considerations mean that the energy usage of 5G networks 
will inevitably increase.  There are numerous drawbacks to 
this increased energy use[1].   

The Radio Access Network (RAN), which offers Internet 
access between mobile devices (also known as User 
Equipment, or UE) and the main network, is part of the 5G 
cellular architecture as specified by the 3GPP.  The UE and 
RAN antennas can communicate thanks to the air interface of 
New Radio (NR), which is a crucial network link.  Effective 
resource management techniques and the RAN design are 
critical components of network performance.  According to 
machine learning is necessary for networks to handle 
complicated issues and adjust to changing conditions, 
particularly in light of the rising need for information and the 
increase in the quantity of 5G wireless gadgets connected[2]. 

A recent technological advancement called network 
slicing can handle a variety of applications at a reasonable 
cost.  Network slicing was first conceptualized in the late 
1980s. SDN and network function virtualization (NFV) enable 
network slicing, a critical technology in today's 5G network 
approaches[3]. The Fifth Generation (5G) cellular phone 
specifications promise to greatly enhance the performance of 
computation, storage, and networks for various application 
use cases. Mobile cellular is transforming business and 
industry by connecting vehicles, factories, and farms to the 
network[4]. The 5G mobile networks and upcoming 5G 
Beyond networking (5GB) facilitate various leading-edge 
services, which are categorized into three usage conditions: 
eMBB, providing up to 20 Gbit per second data rate 
connections; URLLC and massive mMTC, which allow for 
approximately one million devices per square kilometre of 
connection density., ensuring dependable connectivity and 
communication with a transmission delay of no more than 1 
ms[5].  

The technology known as edge computing makes it 
possible for edge devices to analyze, store, and use data.  In 
order to provide the best solutions, it enables the gathering, 
combining, and sharing of data in addition to intelligent 
logistics. Micro-cloud services, also known as edge 
computing, are a type of cloud computing that is embedded 
into edge devices[6]. Significant progress has been made in 
the study and use of AI within the last ten years. Voice 
recognition, image processing, and self-driving cars are just a 
few of the many applications of ML, one of the most potent 
AI techniques, that have seen tremendous advancement in 
research. The development of hardware technologies 
specifically designed to assist AI has accelerated the rapid 
advancements in machine learning[7]. 
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A. Structured of the paper 

This paper is set up as follows: Section II overviews 5G 
CLOUD RAN. Section III EDGE Technology. Section IV 
Network Slicing. Section V AI- Based Optimization. Section 
VI reviews literature and case studies, and Section VII 
concludes with suggestions for the future. 

II. OVERVIEW OF 5G CLOUD RAN  

The deployment of wireless technology of the 5th 
generation (5G) has been facilitated by network topologies 
such as cloud radio access networks (C-RAN).  When 
combined with innovative wireless, computer, and radio 
techniques, C-RAN offers significant promise for enhancing 
operational stability, energy conservation, spectrum 
efficiency, and network capacity.  

A. Cloud RAN Architectures 

The main elements of the architecture of the C-RAN are 
explained in depth, along with the functional split 
possibilities.  Figure 1 illustrates the high implementation and 
upgrade costs for networks because of the PHY layer and 
certain higher layers' features being housed in the BS inside 
typical RANs. In contrast to traditional RANs, C-RAN 
streamlines the BS by shifting a large portion and its features 
towards the cloud server, specifically the BBU[8]. As a result, 
it is feasible and economical to install more APs, specifically 
remote radio heads (RRHs).  Future wireless communication 
systems are thought to be built on this new network design 
paradigm. 

 

Fig. 1. Architecture of cloud RAN 

B. Key Components 

The C-RAN architecture, in which The BBUs and RRHs 
are geographically separated and the BBUs are housed on the 
cloud server. Additionally, a fronthaul link connects BBU to 
RRH, and a backhaul link connects BBU to the core 
network[9]. 

1) RRHs 
The RRHs may transmit RF signals to UEs in the downlink 

or relay baseband signal by UEs to the BBU pool for further 
analysis in the uplink. Generally speaking, the RRHs consist 
of interfaces adaption, Conversion between A/D and D/A, 
filtering, RF amplification as well as up/down conversions.  
The majority of signal processing operations might be finished 
in the BBU pool, making RRHs quite easy to spread across 
the vast network at a reasonable cost.  

2) BBU pool 
The pool of BBU is made up of BBUs that process 

baseband signals and also optimize the distribution of 
resources of the network by serving as virtual base stations.  

Based on how the BBU pool is managed, the BBU assignment 
for every RRH may be disseminated or implemented 
centrally, taking into account varying based on networks 
functionality and system implementation difficulty. A single 
RRH links directly to its private BBU in a distributed fashion. 
This approach is straightforward to understand and 
implement.  However, it is not advantageous to take advantage 
of the benefits of central controlling and joint signal 
processing in C-RAN. All RRHs might connect to a 
centralized device or switcher in a centralized fashion, 
allowing for flexible scheduling of BBU pool processing 
resources for a single RRH or a collection of RRHs.  It offers 
the ability to selectively activate and deactivate RRHs in 
response to changes in traffic under different circumstance 
[10]. 

 

3) Fronthaul link  
The fronthaul links are often capacity-limited and may use 

either Wireless or wired media, depending on the application 
situations. For realistic system designs, the fronthaul 
restrictions inside the C-RAN structure with two hops should 
be properly taken into account. 

4) Backhaul Link  
The BBUs are connected to the main network via the 

backhaul connection, sometimes referred to as the evolving 
packet core (EPC) in LTE systems. This link is responsible for 
carrying user data, signaling, and control information among 
the core network and the access network. 

C. Challenges of C-RAN 

A number of the primary difficulties in evaluating C-RAN 
are covered in this section. Among these problems are the 
requirement for large fronthaul capabilities, BBU clustering 
and cooperation, virtualization methods, security, and many 
more.  The most crucial ones will be briefly discussed below. 
[11]. 

• BBU Cooperation: Making scheduling possible, user 
data exchange, and channel feedback collection, BBUs 
in the exact pool must cooperate. There is no clear 
definition for this kind of collaboration, which makes 
it difficult to manage communication with low latency, 
high bandwidth, and user privacy amongst these 
BBUs[12]. 

• Cell Clustering: Cell cluster and assignability of BBU 
pools are still difficult to achieve with the least amount 
of overhead and the highest possible gain. The goal of 
a single BBU pool is to minimize fronthaul overhead 
and delay while maximizing the number of transmit 
and receive channels.  To further condense them into a 
single BBU, a single BBU should accommodate 
several dispersed geographic locations, such as offices 
in various states.  Thus, in C-RAN systems, BBU 
assignment and similar clustering are still challenges 
to be solved. 

• Virtualization Techniques: The use of virtualization 
techniques encourages resource sharing and 
distributed processing among several BBUs, which 
presents additional C-RAN difficulty. Processing must 
be dynamic and real-time to accommodate fluctuating 
cell loads. Moreover, the cloud requirements for BBU 
implementation will differ from those for established 
IT clouds.  Cloud infrastructure must therefore be 
modified to satisfy these objectives.  Therefore, 
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virtualization is yet another substantial problem that 
affects the actual C-RAN implementation. 

• Security: The security issue with regard to user 
privacy and trusted parties is another major obstacle in 
C-RAN.  Because BBUs share resources, Data may be 
accessed and user privacy might be violated that is 
presumed to be secure, particularly in a distributed 
design like this.  Furthermore, parties in C-RANs, such 
as BBUs and RRUs, are presumed to be 
trustworthy[13]. These presumptions may not be 
accurate, particularly given the vast number of users 
that have joined to these services. Such a sizable 
virtualized system can be exploited by a compromised 
user to act inappropriately and endanger the system. As 
a result, classic cellular systems also have weaknesses. 
C-RAN would pose an additional security risk that was 
previously overlooked or thought to be less difficult 
[14]. 

III. ROLE OF EDGE COMPUTING IN 5G CLOUD RAN 

The application of edge computing is enhancing the 
responsiveness, scalability, and efficiency of 5G Cloud Radio 
Access Networks (also known as Cloud RAN or C-RAN).  
With 5G networks' growing need for real-time data 
processing, massive capacity, and very low latencies, 
integrating edge computing into the C-RAN architecture 
becomes essential.  

 

Fig. 2. Edge Computing in cloud 

A computational paradigm known as edge computing 
permits the use of edge servers in edge clouds, which are small 
clouds, to increase cloud capabilities at the network's edge so 
that massive volumes of data may be stored close to user 
equipment (UEs) and computationally intensive tasks can be 
completed. As shown in Figure 2. Traditional UEs may now 
shift computations and space to data centers, thanks to the use 
of cloud computing. It is a paradigm for centralized computing 
that provides continuous access to very powerful data centers. 
The restricted processing, computational, and storage 
capacities of UEs are the reason for this. However, edge 
computing is the favored option for meeting the wireless 
connectivity needs of interactive next-generation applications 
like virtual reality and augmented reality[15]. 

A. Edge Computing Characteristics 

Edge computing and cloud computing share a number of 
similarities.  However, Edge computing is distinct due to the 
following differentiating features: 

1) Dense Geographical Distribution 

Edge computing brings cloud-based services closer to the 
consumer by using a range of computer platforms in edge 
networks. Some advantages of the infrastructure are as 
follows: extensive regional distribution:  

•  Networks may allow location-based mobility 
applications administrators without requiring them to 
go across the whole WAN. 

•  The analysis of Big data might be used more rapidly 
and precisely[16].  

• The Edge systems provide large-scale real-time data 
analysis. Two instances are sensor networks for 
pipeline as well as monitoring of the environment.  

2) Mobility Support 
Direct contact with mobile phones is made possible using 

the Locator ID Separation Protocol (LISP), is one example of 
how Edge computing aids mobility in light of the continuously 
increasing quantity of mobile gadgets.  A distributed directory 
system that distinguishes between host identity and location 
identification is established via the LISP protocol.   The key 
concept behind the mobility support of Edge computing is the 
separating of location identification from host identification.  

3) Location Awareness 
Mobile The location-awareness feature of Edge 

computing allows users to obtain resources from the Edge 
server closest to their physical location. Users may employ a 
range of technology, such as GPS, wireless accessing points, 
and mobile phone infrastructures to find electronic 
gadgets[17]. This location understanding may be used by a 
variety of Edge computing programs, such as fog-based 
automobile safety apps and Edge-based disaster prevention 
apps. 

4) Low Latency 
Edge computing techniques bring computational facilities 

and resources closer to the consumers, reducing services 
access latencies. Due to Edge computing's minimal latency, 
users may utilize Edge devices to execute their resource-
intensive as well as delay-sensitive applications with plenty of 
resources[18]. 

B. Applications of Edge Computing in 5G 

Computing on the edge is used in many 5G applications 
for high data rates, high availability, local processing, and 
real-time engagement. These applications include: 

Edge Computing and 5G for Remote Healthcare and 
Telemedicine: Medical services, including remote surgery, 
diagnostics, and data and vital sign monitoring. To perform 
life-saving surgery from a safe and comfortable distance, 
doctors can employ a remote platform[19]. 

• Edge Computing for Entertainment and 
Multimedia Streaming: Applications for 
entertainment and multimedia, like streaming HDTV 
or 3D TV. 

• Edge Computing for Enhanced Virtual, 
Augmented, and Mixed Reality Experiences: The 
transmission of video content to virtual reality glasses 
is an example of mixed-reality, virtuous reality, and 
augmented realities.   The size of the glasses may be 
reduced by moving going through from the spectacles 
to the edge processors. 

• Tactile Internet for enabling Real-Time Control 
and Remote Physical Experiences: The Internet of 
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Things' next advancement is the tactile internet, which 
offers incredibly responsive and dependable network 
connectivity to enable the successful remote 
distribution of real-time control messaging and tactile 
experiences[20] 

IV. NETWORK SLICING IN 5G CLOUD RAN 

Network slicing is the method that allows several virtual 
networks to be built on top of real infrastructures[21][22]. In 
another word, the act of splitting a single physical network 
into many virtual networks, each specifically tailored to a 
certain service or application, is known as network slices. In 
particular, A virtual network constructed on top of a real 
network is called a networking slicing that gives the slice 
tenant the seeming operation of a separate, specialized 
physical network.  

 

Fig. 3. Concept of network slicing 

A slice of a network is an independent network with 
unique traffic patterns, topologies, and provisioning 
guidelines, and virtual resources. Figure 3 illustrates the 
network slicing concept: 

• Future mobile network infrastructure, separate 
network slices might exist to accommodate the unique 
communication requirements of individual users.  

• A large industrial IoT slice, for instance, would require 
a 5G core that is light and plenty of relationships but 
no handover[23].  

• Mobile broadband slices, on the other hand, might 
require minimal latency, complete feature mobility, 
and a high capacity core.  

• The fact that slices are theoretically separate, they can 
share resources.  

A. Challenges in Network Slicing 

There are a few major obstacles in network slicing discuss 
below: 

1) Isolation among network slices:  
5G networks have distinct needs for various services.  

Therefore, specialized virtual network facilities are needed to 
guarantee a high standard of service at each slice.  Slices must 
be completely separated from one another for this to work 
Isolation between the data plane and the control planes are two 
methods for achieving network slice isolation.  While Certain 
services, including communications that are vital to the 
purpose, require a slicing to have its own control mechanism, 
Slice control may often be shared by slices.  Additionally, if 

network slices are effectively isolated, a violation of security 
or failure on a single slice won't impact the functioning of the 
others.  Thus, a major obstacle to putting network slicing into 
practice is the slice isolation method. 

2) Mobility management in network slicing 
The Network slice, mobility features like interference 

control and smooth handover present new difficulties.  The 
provision of real-time services requires a swift mobility 
transfer, as it directly affects service quality.  Network slicing 
mobility support is optional for certain network slices.  
Industrial control using network slices, for instance, don't need 
functionality for mobility management because the devices 
are fixed in place. Nevertheless, the mobility needs of network 
slices that actually require mobility management vary. For 
example, a slice for automated driving services has different 
mobility requirements than a mobile broadband slice. The 
creation of a mobility management protocol that is slice-
oriented is therefore essential to address network slicing 
mobility issues. 

3) Security in network slicing  
Network slicing resource sharing among slices makes 

security a crucial issue that needs to be addressed. Different 
network slices offering different services may have different 
security policy needs[24]. The impact on other slices and the 
network systems as a whole must therefore be considered 
while developing security measures for network slicing.  
Furthermore, when the multi-domain design is implemented 
via network slices, privacy concerns grow more complicated.  
Systems for coordinating security regulations across various 
infrastructures for domains must be created. 

4) Wireless resource virtualization:  
The more important technological for putting networks 

slice into practice is virtualization.  Over the past 20 years, 
virtualization technology has advanced and been primarily 
used in networks that are wired. Virtualization of core 
networks has drawn a lot of interest [25]. Wireless 
communications are more difficult, however, since wireless 
networks are prone to interference and vary over time.  Certain 
Technologies for virtualization used in wired networks are not 
directly relevant to the wireless equivalents.  Thus, creating 
new virtualization techniques to accomplish Implementing 
RAN slicing requires base station virtualization and wireless 
frequency resources sharing [26]. 

V. AI-BASED OPTIMIZATION IN 5G CLOUD RAN 

 AI has also been a pivotal driver in enhancing 5G C-RAN 
through increased optimization of resources, energy 
efficiency, and network automation. As 5G networks continue 
to grow in complexity, AI-based solutions introduce smart 
decision-making, eliminating human interventions and 
leading to better overall network performance [27][28]. 

A. AI-Driven Resource Allocation and Traffic Prediction 

AI's incorporation into 5G and beyond permits intelligent, 
real-time resource allocation and traffic prediction in dynamic 
C-RAN environments. It replaces static methods with 
adaptive decision-making to optimize network performance 
and user experience. 

• Dynamic Spectrum Allocation: AI methods, like 
reinforcement learning as well as DL, enable real-time 
spectrum management based on traffic demands. 
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• Predictive Traffic Forecasting: ML 
models learn patterns from past traffic data to predict 
network congestion and optimize load balancing[29]. 

• QoS-Aware Resource Scheduling: AI helps 
prioritize traffic flows, guaranteeing the best possible 
Quality of Service (QoS) for applications such as 
eMBB and URLLC [30]. 

B. AI for Network Slicing and Virtualization 

AI plays a crucial part in automating and enhancing 
network slicing methods and virtualization in 5G networks. 
These technologies enable multiple virtualized and isolated 
network slices to run on shared physical infrastructure that is 
customized for various application scenarios: 

• Automated Slice Management: AI optimizes 
network resource allocation between slices, 
minimizing latency and providing differentiation. 

• Adaptive Slice Scaling: Deep Reinforcement 
Learning models dynamically scale slice resources 
according to real-time network conditions. 

• Self-Healing Networks: AI-based anomaly detection 
facilitates automated fault recovery and proactive 
maintenance [31]. 

VI. LITERATURE REVIEW 

 This literature highlights intelligent, Structures for edge 
computing and 5G that use AI to drive network slices as well 
as allocation of resources, aiming to enhance performance, 
energy efficiency, and service reliability, while enabling 
sustainable, adaptive, and scalable communication systems 
for next-generation mobile networks. 

Awad Abdellatif et al. (2023) Proposes an intelligent, 
optimized network slicing framework to fulfil additional 
KPIs, like energy consumption, data quality, as well as 
reliability, while supporting heterogeneous and diversified 
services to ensure high network operating performance. Our 
results depict the effectiveness of Compared to baseline 
approaches that consider fair resource distribution or a partial 
networks perspective, the proposed framework improves 
network efficiency.  From end users to the cloud, we offer a 
new approach Regarding the distribution of resources 
algorithms that allow for superior choice of radio places of 
access, VNF deployment, data routing, as well as data 
compression ratios[31].  

Guim et al. (2022) The goal is to help achieve the green 
goal by enabling resource-effective task coordination for 
converging edge systems via self-governing life cycle 
management. We offer a method for configuring Edge 
computing systems with intelligent dynamic resources that 
host multi-tenant services while ensuring service SLOs and 
supporting the objective of green communication.  Following 

a trial deployment of the suggested solution, we report on the 
effective resource configuration[32]. 

Arun and Azhagiri (2023) The development enables 
mobile devices to function for extended periods of time 
between charges.  Combining mobile edge computing into 
current mobile network is becoming more and more popular 
as 5G communications become available.  In order to lower 
latency and increase energy economy, the proposed study 
intends to create a mobile 5G computer system that sends 
computations to edge computer servers.  The goal of the effort 
is to provide effective workload allocation algorithms that 
maximize task distribution to the servers that are 
supported[33]. 

Sun et al. (2024) Displays the most recent industry 
standardization developments for AI in 5G. On the basis of a 
hierarchical and distributed intelligent radio access network 
(RAN) architecture, future improvements on AI for RAN and 
RAN for AI are suggested, and evolving directions for RAN 
are examined. Cloud VR quality of experience optimization 
using converged communication and compute services from 
RAN is demonstrated using a novel AI-powered RAN and 
service-aware cross layer optimization framework. To provide 
some insight into how to develop networks for AI in the 
direction of the 6G vision, the extension of the solution to 
enable AI/ML services is also covered[34]. 

Jain et al. (2024) Present a dynamic network slicing 
approach based on AI for allocating resources to 5G networks. 
In order to manage various service types—such as eMBB, 
URLLC, and mMTC —intelligently, it uses machine learning 
algorithms that assist the model in learning and adapting to 
real-time traffic conditions. By outperforming traditional 
static slicing techniques, AI technologies have the potential to 
revolutionize network management and provide a scalable 
solution that can meet the ever-increasing demands of next-
generation telecoms[35]. 

Zhang et al. (2021) Presents usage scenarios and network 
AI functions based on accepted research.  First, it provides an 
overview of current research on AI executions methods, and 
optimizations, which clearly state the goal of networking 
development for future AI functions.  Second, a concise 
description of SON is presented, followed by a thorough 
explanation of the core networks and RAN's MDA as well as 
AI network architecture.  Finally, the platform for intelligent 
networks enhances the ideas for creating more reliable 
networks for vertical industries in the future [36]. 

Table I  The table surveys AI-driven innovations in 5G and 
edge computing, covering intelligent network slicing, 
resource orchestration, and dynamic architecture design. 
While showcasing performance gains and sustainability 
benefits, studies face challenges in scalability, real-time 
adaptation, and empirical validation. 

TABLE I.  INTEGRATING EDGE COMPUTING, NETWORK SLICING, AND AI-BASED OPTIMIZATION IN 5G CLOUD RAN 

References Study On Approaches Key Findings Challenges Limitations 

Awad 
Abdellatif et 

al., (2023) 

Intelligent 

network slicing 

framework for 
diverse services 

Resource allocation based on 

high-quality radio access 

point selection, VNF 
placement, and data routing 

Achieved better 

performance in network 

operation, meeting KPIs 
like energy and reliability 

Balancing 

optimization across 

heterogeneous 
services 

Assumes partial network 

observability; may not scale 

with large networks 

Guim et al., 

(2022) 

Autonomous 

edge lifecycle 

management 

Intelligent dynamic resource 

configuration for multi-tenant 

edge services 

Efficient workload 

orchestration with SLO 

guarantees, supports green 
communication goals 

Real-time adaptation 

to multi-tenant 

requirements 

Needs broader validation 

beyond trial deployment 



Nikhat Raza Khan, et. al., Journal of Global Research in Multidisciplinary Studies (JGRMS), 1 (4), April 2025, (1-7) 

© JGRMS 2025, All Rights Reserved  6 

 

Arun and 
Azhagiri, 

(2023) 

Edge computing 
integration in 

mobile networks 

Allocating and offloading 

tasks in portable 5G systems 

Enhanced energy economy 

and delay in mobile devices 

Dynamic load 
balancing across 

edge servers 

Focused on energy; limited 
QoS and real-world 

scalability insights 

Sun et al., 

(2024) 

AI in intelligent 
RAN and 

standardization 

Hierarchical, distributed AI-
RAN architecture with cross-

layer optimization 

Enhanced QoE for VR via 
AI-empowered service-

aware RAN 

AI-RAN 
coordination and 

service-awareness at 

large scale 

Early-phase conceptual 
framework; lacks concrete 

deployment data 

Jain et al., 

(2024) 

AI-based 
dynamic network 

slicing 

ML models for adaptive 
slicing across eMBB, 

URLLC, and mMTC 

AI-driven slicing improves 
efficiency over static 

techniques 

Real-time traffic 
adaptation and SLA 

assurance 

Potential training 
complexity and model 

generalization 

Zhang et al., 

(2021) 

AI functions in 
network 

architecture 

design 

SON, MDA, and AI-based 
RAN/core architectures 

Clarifies AI’s role in future 
intelligent network 

platforms 

Harmonizing AI 
across verticals and 

layers 

High-level conceptual 
scope, limited empirical 

evaluation 

VII. CONCLUSION AND FUTURE WORK 

The development of 5G Cloud RAN has brought edge 
computing, network slicing, and AI optimization as important 
enablers for improving the performance of the network, 
minimizing latency, and optimizing resource allocation. 
Enhanced mobile device energy efficiency and delay, have 
revolutionized dynamic resource allocation, predictive traffic 
management, and energy effectiveness in ultra-dense 
networks. Utilizing network slicing allows for flexible and 
effective resource allocation for various applications, i.e., 
eMBB, URLLC, and mMTC, with varying QoS requirements 
for seamless service delivery.  Although these developments 
have emerged, real-time processing complexity, scalability, 
security, and AI explainability are still challenges that need to 
be addressed. AI's smooth incorporation into 5G and 
upcoming 6G networks demands ongoing research on 
adaptive algorithms, decentralized intelligence, and energy-
efficient AI models. Future innovation must go towards self-
adjusting, completely autonomous network architectures that 
instantly adjust to the evolving needs of users and network 
conditions. By tackling these issues, AI-based 5G Cloud RAN 
will be pivotal in creating next-generation, smart, and energy-
efficient mobile networks, setting the stage for new wireless 
communication breakthroughs.  

Future research on 5G Cloud RAN should focus on 
enhancing AI-driven automation, decentralized 
intelligence, and real-time adaptive optimization to 
improve network efficiency and scalability. Developing 
lightweight and energy-efficient AI models will be crucial 
for reducing computational overhead while maintaining high 
performance. Additionally, federated learning and 
distributed AI architectures can make it possible to process 
data securely and privately in both edge and cloud contexts. 
Advancements in network slicing techniques should aim to 
provide more dynamic and flexible resource allocation for 
diverse applications, including emerging 6G use cases. 
Moreover, integrating blockchain technology for secure and 
trustable network management can address security and 
authentication challenges. Lastly, optimizing AI for energy-
efficient 5G and green communication will be essential for 
reducing the carbon footprint of future mobile networks. 
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