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Abstract—Businesses lose money, and consumers become annoyed by phishing emails, which are a major problem on the Internet 

these days. A form of artificial intelligence called machine learning has been shown to be a useful tool for spotting email threats; yet, 

there is currently no comprehensive answer to the issue of phishing email filtering. This study fills this gap by providing an extensive 

analysis of the most recent approaches to phishing detection, ranging from conventional ML methods to advance DL frameworks.  

The expanding use of artificial intelligence, namely ML and DL, in phishing email detection and mitigation is examined in this review. 

ML models with efficient feature selection and classification, such as Random Forest, Decision Tree, and SVM, exhibit high accuracy, 

while DL architectures like DNNs, CNNs, RNNs, and LSTMs excel in automated feature extraction and sequential data analysis, 

offering scalability and adaptability for real-time detection. When Natural Language Processing (NLP) and hybrid models are used, 

DL techniques demonstrate encouraging accuracy and resilience, lowering false positives and improving security. The study 

emphasizes the effectiveness of DL and ensemble models in thwarting advanced phishing efforts as well as the significance of AI-

driven layered defenses in stopping the phishing lifecycle.  

Keywords—Phishing Detection, Email Spam, Machine learning (ML) and Deep Learning (DL) Approaches, Mitigation. 

I. INTRODUCTION 

Nowadays, most individuals can't imagine living without 
the Internet. Trying to picture life before the Internet is an 
exercise in futility. There are 4.66 billion people employing 
the Internet now, constituting 59.5% of the global populace, 
according to research on the global digital population 
published in January 2021. The majority of these people, 
namely 92.6%, access the Internet using their smartphones 
[1]. Communication, shopping, talking, and office work are 
just a few examples of how the Internet has revolutionized 
people's lives and careers. Traditional businesses, such as 
catering and retail, have moved their services online in 
response to a pandemic that began at the end of 2019. Users' 
personal details, financial details, account credentials, privacy 
questions, and passwords have been among the many 
vulnerable pieces of information that internet users have left 
behind. For the purpose of engaging in illicit online activity, 
cybercriminals get this information via a variety of illicit 
channels and masquerade as these individuals. The advent of 
the Internet brought with it new security concerns for 
networks. Numerous threats to network security have emerged 
in tandem with the evolution of Internet attack methods [2][3]. 
Network attack techniques and forms primarily classify 
cybersecurity challenges into the following: DoS [4], MitM 
[5], Threats, malware, DNS tunnelling, SQL injection, zero-
day exploits, and phishing [6][7]. 

The deadly assault known as "phishing" may affect 
anybody, from individuals to whole countries. This social 
engineering technique is employed by criminals to deceive 
people into disclosing private information by posing as 
trustworthy sources [8][9]. According to the APWG, the 
second quarter of 2023 saw 1,286,208 phishing attempts, 
setting a new record. The financial sector is obviously at the 

forefront of this problem, since it is the target of a staggering 
23.5% of all phishing assaults [10]. An overwhelming 
majority of malware infections begin with phishing emails 
(82% of all cases), and social engineering is often the first 
tactic used by cybercriminals. Phishers employ a variety of 
communication channels to launch their assaults; the most 
prevalent of them are email, social media, text, and phone calls 
[11][12]. In addition to the 320 billion unwanted emails sent 
daily, this is also the vector via which 94% of malware is 
distributed. Unsolicited commercial emails were sent to 
business email accounts, resulting in financial losses of an 
estimated $12 billion.   

  

Fig. 1. Worldwide, Everyday Spam Emails[13] 

Figure 1 displays the worldwide spam email volume for 
January 16, 2023, as reported by Statista. At 8.6 billion, the 
US topped the list, followed by the Czech Republic at 7.7 
billion and the Netherlands at 7.6 billion.   

The phrase "email phishing" is used to describe 
communications that are intentionally harmful.  It was in 2018 
that a famous email phishing attack happened [14]. Hackers 
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were able to get sensitive information from naive users by 
getting them to open phishing emails and click on links inside 
[15]. To stop phishing efforts and stop crimes, it is crucial to 
recognize these emails [16]. Numerous businesses concentrate 
on enhancing their email security protocols using a variety of 
techniques [17]. One way to strengthen defence against email-
based attacks is to implement subdomain limitations, It entails 
setting up a special domain just for email security [18].  

Furthermore, it is essential to educate users and analyze 
phishing attack histories in order to guarantee the safety of 
people and organizations [19]. Email systems have substantial 
and intricate hurdles when it comes to spam detection and 
filtering. The shortcomings of content-based solutions, real-
time blackhole listings, and blocklists highlight the need for 
new approaches to identification. To get around these 
limitations and make spam detection more accurate, more 
advanced ML and DL techniques have been developed.  There 
has been a lot of talk on the potential of ML and DL 
approaches to enhance email spam detection. Therefore, a 
thorough literature study is essential to creating a current, fact-
based knowledge of current research on using these 
techniques to combat this enduring issue [20][21]. Finding 
and evaluating several ML and DL strategies for spam 
detection is the main goal of this study. It will also suggest 
topics for future research that address any gaps in their current 
understanding.  The strengths and shortcomings of current 
approaches will be determined by integrating and evaluating 
results from various investigations. The goal of this project is 
to use the most modern ML and DL algorithms to find 
trustworthy and effective ways to identify spam emails.  Here 
are the main elements of the review article:  

• Phishing attacks are growing in complexity, extending 
beyond emails to include QR codes, fake apps, SMS 
(smishing), and voice phishing (vishing), making 
conventional detection techniques less and less 
efficient.  

• The power of AI and ML in particular to analyse 
massive datasets has made them essential for phishing 
detection, find previously unseen trends, and adapt to 
new phishing tactics.  

• ML techniques such as RF, DT, and SVM use 
structured data analysis and efficient feature extraction 
to classify phishing emails with high accuracy.  

• DL models like DNNs, CNNs, RNNs, and LSTMs 
automate feature learning and excel in handling 
sequential and unstructured data (e.g., email content, 
URLs), providing real-time detection capabilities.  

• DL approaches integrated with Natural Language 
Processing (NLP) and hybrid architectures (e.g., 
CNNRNN) enhance the understanding of context and 
improve detection accuracy while reducing FP.  

• The research highlights the significance of security 
frameworks driven by multi-layered AI that can 
identify and counteract phishing attempts throughout 
the whole phishing lifecycle.  

A. Structure of the Paper  

The structure of this paper is as follows: In Section II, it 
learns about phishing attempts. Section III discusses the types 
of phishing attacks; Section IV explores ML and DL 
approaches, including advantages and techniques. Section V 
reviews relevant literature studies, and Section VI concludes 
with limitations and future research directions.  

II. UNDERSTANDING OF PHISHING ATTACKS 

Common cyberattack tactics like "phishing" attempt to 
deceive people into disclosing important information by 
fabricating an email or conversation that seems to be from a 
trustworthy source [22]. An effort at phishing goes through 
many stages, as seen in Figure 2. An evildoer will first 
construct Phishing websites that seem a lot like the genuine 
thing.   One side of the coin consists of attackers who construct 
valid URLs (particularly domain names and network resource 
directories) using tactics such as misspellings or similar 
alphabetic letters. The URL "https://aimazon.amz-
z7acyuup9z0y16.xyz/v" (found on May 9, 2021) is a spoof of 
https://www.amazon.com. After clicking on a link, the user's 
browser displays the URL address, however most users have 
trouble distinguishing between these and actual URLs just by 
looking at or memorising them. There is a lot of significance 
to the issue of online content imitation.  Web layouts, logos, 
information, and more may be stolen from legitimate websites 
by attackers using scripts. Most commonly, cybercriminals 
pose as legitimate-looking form submission sites in order to 
trick consumers into divulging critical information [23].  

 

Fig. 2. Phishing Life Cycle [24] 

Phishing attacks secondly include persuading victims to 
click on harmful links that are sent in several methods, 
including as text messages, phone calls, emails, QR codes, and 
phoney mobile apps, among others. Attackers take advantage 
of the proliferation of cell phones and social media by luring 
victims with misleading text and graphics. For instance, 
scammers may impersonate telecom customer service to 
pressure users into making payments. These messages usually 
use social engineering strategies, such as creating a sense of 
urgency, trust, or terror, to deceive recipients into clicking on 
links to bogus websites.  These websites impersonate 
trustworthy companies and steal personal information, 
including login passwords and payment details, by using 
similar user interfaces, logos, and content. Once the 
information is submitted, attackers can access victims’ 
accounts, especially if credentials are reused across platforms, 
and may use the stolen data for further criminal activities. As 
phishing evolves with internet technologies shifting targets 
like online payments, its impact remains severe, accounting 
for nearly 30% of cybercrime complaints and over $54 million 
in losses in 2020 alone. Thus, recognizing phishing websites 
is critical, and users need visual tools to distinguish fake sites 
from legitimate ones.  

A. Anti-Phishing  

Figure 2 illustrates the five steps an attacker must take 
before using user data improperly or stealing money from their 
account. Thereby, a phishing attempt might be prevented by 
preventing any step.  In this article, it will go over the anti-
phishing strategy at each stage [25].  
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1) Web Scraping  
Although criminals' ability to create websites is hard to 

prevent, there are a number of approaches that might increase 
their cost. Phishing assaults are carried out by hackers using 
scripts to create crawlers. These crawlers then automatically 
scrape important data from legitimate websites and paste it 
into hoax websites [26]. Consequently, genuine websites 
might use various methods of data obfuscation, such as CSS 
sprites, to shield sensitive information from web scrapers by 
portraying it as visuals rather than text.  

2) Spam Filter  
Preventing users from opening or clicking on links in 

unwanted emails is the primary function of spam filtering 
solutions. It can filter spam with any of the popular email 
services like Gmail, Yahoo!, Outlook, or AOL. First filters 
were based on blacklists, whitelists, and empirical criteria 
[27]. To further eliminate non-listable spam, some filters use 
intelligent prediction models grounded on ML, a feature made 
possible by advancements in AI technology. For instance, 
consider Gmail's spam filter; it employs ML to thwart an 
additional 100 million spam emails daily.  

3) Detecting Fake Websites  
People, especially those working for new or start-up 

businesses, often forget the domain name, making it 
impossible for consumers to differentiate the difference 
between a genuine website and a phishing page that looks 
exactly like it. Chrome, one of many online browsers with 
built-in security features to identify malicious or phishing 
websites, alerts users with warning messages whenever it 
accesses such a site. In 2007, Google introduced Google Safe 
Browsing, which is now a part of other Google products 
including Gmail and Google Search. One security feature of 
Google Chrome is Safe Browsing, which uses a blacklist to 
block malicious or fraudulent websites. Furthermore, several 
browser addons exist to identify fraudulent websites. 
Problematically, unknown phishing websites cannot be 
addressed by methods that rely on blacklists or whitelists [28]. 
Unfortunately, new ideas and methods for detecting phishing 
efforts have surfaced due to the rapid advancement of AI 
technology. The ML-based prediction approach transcends 
the boundaries of present regulation by having the ability to 
identify phishing URLs that aren't on the whitelist.  

4) Second Authorization Verification  
The criminal may visit the real website, take over the 

account, and steal funds after obtaining sensitive user details. 
Instant action must be done to confirm the user's identity if a 
website notices a discrepancy between the logged-in user's IP 
address and device details and their previously used 
information. Additionally, the verifications are frequently 
biological and dynamic, such voiceprint analysis or the 
identification of facial movements or mood. 

III. TYPES AND TECHNIQUES OF PHISHING ATTACKS  

Psychological manipulation or technological approaches 
are used by phishers to assault people and get them to provide 
personal information. False positives based on human 
psychology are more often used by phishers than 
technological measures. Figure 3 below shows an types of 
attacks of email phishing as follows:  

 

Fig. 3. Types of Phishing Attacks[29] 

There are many varieties of phishing assaults, including:   

A. Email and Spam:  

The vast majority of phishing attempts take this form.  To 
get people to click on harmful links or download infected files, 
attackers send out mass emails pretending to be legitimate 
organizations. Typical subject lines for these emails include 
account breach or urgent payment demands in an effort to 
scare the recipient into taking immediate action.  

B. Spear Phishing:  

Spear phishing attempts to target specific individuals, in 
contrast to the generalized phishing attacks.  Everyone or any 
group may have it customized.  In order to send convincing 
messages, the attacker researches the target's personal details 
on social media and other platforms. Cybercriminals often use 
these seemingly legitimate emails for business espionage or to 
breach protected systems. 

C. Search Engine Phishing:  

In this method, cybercriminals create fake websites that 
appear in search engine results. These websites seek to collect 
personal information, including social security numbers, 
passwords, and credit card details, by mimicking legitimate 
corporate portals. Victims are tricked into visiting these sites 
by searching for services or deals online. 

D. DNS-Based Phishing:  

The goal of this assault, which goes by the name 
"pharming," is to reroute consumers from a safe website to a 
malicious one secretly by manipulating the Domain Name 
System (DNS) [30]. The victim thinks they are visiting a 
genuine site, but their information is being captured by 
attackers. It is particularly dangerous because it can affect 
multiple users simultaneously without requiring individual 
targeting [31].  

E. MITM (Man-In-The-Middle) Phishing:  

This attack occurs when a hacker overhears a two-person 
discussion, usually between a user and a website. The message 
is surreptitiously relayed or modified by the attacker. It is 
commonly used on unsecured Wi-Fi networks where attackers 
can eavesdrop on online transactions or steal login credentials.  

F. Session Hacking:  

A user's private information might be compromised when 
hackers take advantage of current sessions by taking the 
session ID, which allows for illegal access to the user's 
account. Once the session is compromised, attackers can 
perform unauthorized actions like fund transfers or data theft 
as if it were the legitimate user.  
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G. Trojaned Host:  

Trojan horses are harmful programs that masquerade as 
useful ones [32]. When a user installs the Trojan, it gives 
attackers remote access to their system. This access can be 
used to monitor activity, steal data, or deploy additional 
malware. It’s a silent and highly effective form of phishing.  

H. Instant Messaging Phishing:  

Also called smishing or IM phishing, this method uses 
instant messaging platforms to send malicious links or 
attachments. The attacker may pose as a known contact or 
organization, persuading the victim to click on harmful 
content. With the widespread use of apps like WhatsApp, this 
technique has become increasingly prevalent [33].  

I. Clone Phishing:  

The tactic known as "clone phishing" is sending a user an 
email that seems like it came from a trusted source but has 
malicious attachments added. The modified email is then sent 
from an address resembling the original sender. Victims are 
often tricked because the email appears familiar and 
trustworthy [34].  

J. Phone Phishing (Vishing):  

In this type, attackers use phone calls instead of emails or 
messages. It impersonates officials from banks, tax 
departments, or tech support, trying to extract sensitive 
information like bank details or OTPs. The technique is based 
on linguistic manipulation of the victim via social engineering.  

IV. MACHINE AND DEEP LEARNING FOR PHISHING EMAIL 

DETECTION 

Cybersecurity and phishing attempts are only two areas 
that have been impacted by the widespread use of AI [35]. AI 
has improved email security by making investigations faster, 
more accurate, and more comprehensive. ML may use 
datasets to identify many forms of assault, including spam, 
phishing, and spear phishing. Trust in social services, such as 
online ones, is likely to take a hit when these kinds of assaults 
occur [36][37]. The shortcomings of conventional phishing 
detection techniques have recently been shown to be solved 
by methods based on DL and ML [38]. ML methods may be 
utilized to train models that identify phishing emails [39]. 
These programs may study large databases on the topic and 
pick out phishing trends and characteristics.  It is necessary to 
identify key characteristics of phishing attempts before 
training can begin [40]. This often requires knowledge of the 
subject matter and a meticulous selection of key 
characteristics that lead to effective detection algorithms. 
With DL, unlike ML algorithms, important features may be 
automatically extracted from raw data.   Due to their state-of-
the-art capabilities, DNN are already finding effective 
applications in several fields [41]. Neural networks are useful 
for text and picture categorization because it can handle and 
learn from massive volumes of data [42][43]. This research 
seeks to determine the optimal method for detecting email 
phishing using DL and ML approaches [44]. This enables the 
identification of the optimal designs for ML and DL as well 
as well as fresh perspectives on the relative advantages of 
different phishing detection models and recommendations for 
choosing suitable techniques for building practical phishing 
detection systems based on thorough empirical evaluation 
[45]. The flowchart of email phishing websites employing ML 
and DL is illustrated in Figure 4 below:  

  

Fig. 4. Flow chart for identifying Email Phishing websites using 

machine learning and deep learning [24] 

A. Data Collection and Data Preprocessing  

The data serves as the foundation for every method and 
has a significant impact on the results.  Extracting URLs from 
the Internet and loading publicly available datasets are the two 
main ways to get data [46]. Preprocessing data is getting the 
raw data ready to be used in a machine learning model. An 
essential step in making it easier to derive valuable insights is 
improving the data's quality via preprocessing.  

B. Feature Selection   

A "feature selection" is an automated training procedure 
for ML models that prioritizes which attributes are most 
valuable. Including relevant characteristics in the input may 
lead to enhanced model performance, quicker training 
(especially for DL models), and less overfitting. A feature 
selection algorithm may take one of three primary forms: the 
filter, wrapper, or embedding methods.  

C. Machine Learning Modeling  

The two most common types of models built using ML are 
supervised and unsupervised. Due to labelled data, models 
may be trained to make predictions or classifications in 
supervised learning, which depends on known input-output 
pairs [47][48]. Finding groupings, structures, or patterns in 
data without labels is the purpose of unsupervised learning. 
Binary categorisation issues come up while attempting to 
identify websites that are phishing. A number of widely used 
classification methods are shown below.  

• SVM: Supervised learning algorithms, or SVMs, 
divide data points into two groups and then utilize 
those groups to forecast future data points.  Having two 
labelled classes and a hyperplane classifier with N 
features (which is proportional to the number of 
features) makes it ideal for linear binary classification.  
When training the SVM model using the UCI dataset, 
for instance, it gets two classes: phishing and genuine, 
along with a hyperplane with 29 dimensions.  

• Decision Tree: A common ML approach, decision 
trees are structured like the model logic.  There are 
feature nodes, feature values, and possible outcomes 
shown at each stem of the decision tree, with the result 
being presented at the very end.  

• Random Forest: For regression and classification, a 
random forest combines several decision trees. 
Through training-process tree classification or average 
output, random forests mitigate the overfitting issue. 
So, in comparison to decision tree algorithms, random 
forests tend to be more accurate.  

• k-NN: K-NN is a non-parametric classification 
technique that computes the distance between the 
target and its closest neighbours to identify comparable 
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data points and produce predictions [49]. Real-time 
scenarios are thus often inappropriate for this method.  

• Bagging: If you're doing a regression or classification 
analysis using many ML algorithms, you may boost 
their performance via bagging, which is another name 
for bootstrap aggregating [50]. The bootstrapping 
method uses resampling methods to make sure that 
each component of the initial training dataset has the 
same size, then conducts classification in N rounds to 
make sure that parallel execution is possible.  At last, 
the aggregating mechanism averages or votes together 
the results of N classifiers.  

• Naive Bayes: A probabilistic statistical strategy 
exhibiting strong independent properties, NBC is 
according to the Bayes theorem.  The theory of 
conditional probability is known as Bayes' theorem. 
Common names for it include independence, Bayes 
and simple Bayes. ML algorithms that were utilized to 
detect phishing attempts are summarized in Table 1.  

Table 1: Machine Learning Stems for Detecting Phishing Emails 

Algorithms  Dataset  Accuracy  
Random forest [51]  Website URL features  Acc: 99.50%  
Bayes Net (naive Bayes) 

[52]  
Phishing Corpus and 

Spam Assassin  
Acc: 92%  

Bootstrap aggregating + 

logistic model tree [53]  
UCI  Acc: 97.42%  

SVM[54]  Phishing Corpus and 

Spam Assassin  
Acc: 97.25%  

KNN [55]  Symantec’s enterprise 

emails  
F1: 90%, FPR: 

0.1  
Decision Tree Ensemble 

(C4.5 and CART)[56]  
anti-phishing website  Acc: 99.27%  

 

Fig. 5. Bra graph of ML accuracy performance for phishing 

detection  

Figure 5 is a bar graph that shows how different algorithms 
for phishing detection performed on different datasets in terms 
of accuracy. RF reached the greatest accuracy of 99.50% 
utilising website URL characteristics, followed closely by the 
Decision Tree Ensemble (C4.5 and CART) with 99.27% on 
an anti-phishing website dataset. Bootstrap Aggregating 
combined with a Logistic Model Tree reached 97.42% 
accuracy on the UCI dataset, while SVM attained 97.25% 
using the Phishing Corpus and Spam Assassin data. Naive 
Bayes (Bayes Net) showed a comparatively lower accuracy of 
92% on the same dataset. K-Nearest Neighbors (KNN) 
applied to Symantec’s enterprise emails demonstrated strong 
performance with an F1score of 90% and a low FPR of 0.1, 
emphasizing its effectiveness in practical scenarios.  

D. Deep Learning-Modelling  

The use of deep structured architectures in the construction 
of ML is known as deep learning. A few popular DL 
algorithms are CNNs, RNNs, and LSTM networks. Several 
DL-based methods for phishing detection have been presented 
due to the fast development of DL algorithms and NLP 
[57][58]. The fundamental structure of methods based on DL 
is displayed in Figure 6.  

 

Fig. 6. Deep learning for phishing detection[59]. 

Researchers have proposed a plethora of DL models, 
capitalizing on the popularity of NLP and the rapid 
development of DL. Even without features retrieved from web 
page source codes, these models are able to infer information 
and sequential patterns by URL strings. It doesn't need 
cybersecurity experts to have knowledge of phishing as it 
relies on third-party services to capture features. A number of 
well-known DL algorithms are listed below.  

• DNN: As an alternative, DNNs are feedforward neural 
networks that have several hidden layers; these 
networks are able to simulate complicated data 
connections and are often used for regression and 
classification assignments. While DNNs excel with 
structured input, LSTMs are better suited for data with 
temporal or sequential patterns.   

• CNN: One popular feedforward deep learning 
approach for picture categorization is the CNN[60].  
The traditional architecture of a CNN includes input, 
hidden, and output layers.  Convolutional, pooling, and 
completely linked layers are commonly used to 
construct hidden layers.   

• RNN: RNNs are DNN that can process inputs of 
various lengths, including text, thanks to their internal 
memory function. Consequently, text mining has made 
good use of it.  

• LSTM: Time series prediction and NLP are two 
applications that greatly benefit from LSTM networks, 
a kind of RNN that is specifically intended to grasp 
long-term relationships in sequential data.  A summary 
of DL techniques that may identify phishing attempts 
is shown in Table 2.  

Table 2: Deep Learning Systems for Detecting Phishing Emails.  

Algorithms Dataset Accuracy 

DNN [61] ISCX-URL-2016 97.45 

CNN [62] Websites 95.02% 

RNN [63] URL phishing 94.26 

LSTM [64] URL phishing 93.28 

Recurrent Neural Network 

(RNN) + Convolutional Neural 
Network (CNN) [65] 

Websites 95.79% 

Genetic algorithm (GA) + DNN 

[66] 

UCI 89.50% 
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Fig. 7. Bra graph of DL accuracy performance for phishing 

detection  

The performance of several DL algorithms to detect 
phishing attempts is displayed in Figure 7. On the ISCX-URL-
2016 dataset, the DNN showed the best prediction ability with 
an accuracy of 97.45%. A combination of RNN and CNN also 
performed well, with 95.79% accuracy on website data, 
slightly outperforming standalone CNN (95.02%) and RNN 
(94.26%) models. LSTM, designed for sequence-based data 
like URLs, reached an accuracy of 93.28%. In contrast, the 
Genetic Algorithm combined with DNN yielded the lowest 
accuracy at 89.50% on the UCI dataset, suggesting that while 
optimization techniques can support performance, this may 
not always surpass standalone DL models. The findings show 
that DL models, especially DNNs and hybrid architectures, 
are good at detecting phishing attempts.  

E. Performance Evaluation 

The performance throughout the testing process. It is 
common practice to save 20% of the initial dataset for testing 
and utilize 80% for training. It is used for statistical metrics to 
measure TP, TN, FP, and FN labelled by the model, indicating 
the classifier's performance on the testing dataset. To that end, 
there are a variety of widely used metrics at disposal. To 
measure how accurate the predictions are in comparison to the 
total number of predictions, it uses the classification accuracy:  

• Accuracy: The proportion of accurate predictions to 
all predictions is one way to measure a classification 
system's accuracy.  

• Recall: The number of times the model has properly 
identified the data is called the recall.  

• Precision: The accuracy of the model is the number of 
correctly identified positive data points among all 
possible ones.    

• F-measure: The F-measure, which is often called the 
F score, is, in the end, the recall sum precision.  

1) Advantages of ML and DL for phishing email detection 

and mitigation 
The following are some of the benefits of using ML and 

DL to detect and prevent phishing emails: 

• High Accuracy and Adaptability By discovering 
patterns in massive volumes of email data, ML/DL 
models may get very high detection accuracy. It can 
generalize well to detect both known and previously 
unseen (zero-day) phishing attacks.  

• Automated Feature Extraction (in DL) There is no 
longer any need for human feature engineers thanks to 
DL models that use architectures such as CNNs and 

LSTMs to automatically extract complicated features 
from unprocessed email content.  

• Detection in Real Time Training ML/DL models 
allows for real-time detection of phishing emails, 
allowing for quick reaction and mitigation of phishing 
assaults.  

• Scalability Highly scalable, these models can handle 
and analyze massive amounts of email for businesses 
of any size.  

• Understanding the email's context and semantics is 
something that deep learning models, particularly 
those based on natural language processing (e.g., 
BERT, RNNs), which aids in distinguishing subtle 
phishing efforts from genuine correspondence.  

• Reduced False Positives Advanced models can learn 
nuanced differences among phishing and legitimate 
emails, reducing false alarms and improving user trust 
in the detection system.  

• Integration with Security Infrastructure ML/DL-based 
system integration with firewalls, spam filters, and 
other cybersecurity resources may be used to build a 
multi-layered defence system.  

V. LITERATURE REVIEW  

The aim of this section is to provide a comprehensive 
literature review on the subject of detecting and avoiding 
phishing emails using ML and DL techniques. To offer a brief 
overview, Table 3 provides a summary of the papers that were 
examined.  

Alhuzali et al. (2025) aims to fill that need by creating a 
new paradigm for developing and testing algorithms that can 
identify phishing emails. A combined dataset developed for 
this work and nine publically accessible datasets make up the 
10 datasets used to assess fourteen ML and DL models. 
Various performance measures are used in the examination to 
make sure it's a thorough comparison. The experimental 
findings show that when comparing accuracy and resilience, 
DL models are always better than ML ones. More specifically, 
as compared to traditional ML approaches, transformer-based 
models RoBERTa (99.08% accuracy) and BERT (98.99% 
accuracy) get better results on the combined balanced dataset, 
beating them by 4.7% on average [67].  

Zhao and Jin (2024) trace the development of phishing 
email content and investigate how it affects the efficacy of 
detection algorithms. It suggests Fewshing, a method for 
detecting phishing emails using a few-shot learning technique. 
The experimental results show that Fewshing achieves an 
F1score of 92.4% and an accuracy of 98.6% on the limited and 
imbalanced training datasets, which demonstrates Fewshing's 
efficacy in identifying phishing emails.  Attacks using 
phishing emails continue to jeopardise people's personal 
information and possessions [68]. 

Qi et al. (2023) propose two new under-sampling methods 
that rely on Identification of Fisher Markov phishing 
ensembles: the FMPED technique and the FMMPED method. 
Algorithms under-sample remaining innocuous emails after 
filtering out overlapping ones.  The emails are then trained and 
classified as either phishing or benign using ensemble learning 
techniques. Results from experiments show that the suggested 
algorithms perform better than competing ML and DL 
algorithms, with an F1score of 0.9945, an accuracy of 0.9945, 
an AUC of 0.9828, and a Gmean of 0.9827 [69].  
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Ripa, Islam and Arifuzzaman (2021) looks at how a 
Twitter spear phishing bot that uses ML can detect phishing 
URLs, emails, and websites. Several classifiers were utilized 
to detect phishing URLs; for optimal performance, the dataset 
was trained with a view towards time. The XGBoost classifier 
was shown to be more accurate (94.44% of the time) and to 
have a quicker processing time. In terms of identifying 
phishing emails, NBC reached a success rate of 95.15 percent.  
Their website identification approaches used several 
classifiers, with the RFC yielding the highest accuracy at 
96.80% [70].  

Zhang and Wu (2020) This study lays forth a systematic 
approach to detecting convincing phishing emails. A 
fundamental idea in persuasion is to search the inbox for the 
word that matches the characteristic. In the end, 25 features 
are produced for detection after an information gain technique 
is applied to each feature. "Phishing emails" are malicious 
emails with links that lead to impersonated websites or pages 

with malicious HTML code inserted into them. Financial data, 
account numbers, and login credentials are among the 
sensitive pieces of information that aim to gain unauthorised 
access.  When these emails were ultimately examined, their 
accuracy percentage was shown to be 99.6% [71]. 

Loh, Lee and Balachandran (2024) created and 
implemented a hybrid security architecture that uses 
generative and AI-assisted platforms to identify phishing 
attempts and provide ongoing end-user education. This is their 
contribution to the research. This platform enables dynamic 
and scenario-specific user education for handling ever-more 
complex phishing email assaults. Both systems' functional 
aspects and technical architecture are shown and explored. 
According to performance testing, the CNN DL model 
architecture had the best overall performance, phishing attack 
detection sub-system, which had over 94% accuracy, over 
95% precision, and over 94% recall [72]. 

Table 3: Summary of the Related Work for Email Spam Phishing Attacks Detection Using ML-DL Models 

Study Study Focus Methodology Datasets Approaches 

/Models Used 

Challenges Limitations Future Work 

Ahluwalia 
et. al (2025) 

Develops and 
evaluates a novel 

framework for 
phishing email 

detection 

Experimental 
evaluation 

across 14 
ML/DL models 

9 public 
datasets + 1 

merged 
balanced dataset 

BERT, 
RoBERTa, 

traditional ML 
models 

Handling varied 
data sources, 

ensuring 
robustness 

May require 
high 

computational 
resources for 

DL models 

Refinement of a 
framework for 

real-time 
deployment 

Zhao and 

Jin (2024) 

Analyzes phishing 

email evolution & 
proposes a Few-

shot learning 

model (Fewshing) 

Few-shot 

learning 
approach with 

minimal 

training data 

Limited, 

imbalanced 
datasets 

Fewshing 

model 

Detection with 

limited labeled 
data 

Performance on 

large-scale or 
diverse data is 

unexplored 

Extend Fewshing 

for 
multilingual/phis 

hing variants 

Qi et al. 
(2023) 

Proposes novel 
under-sampling 

ensemble methods 

Fisher–Markov 
based ensemble 

techniques 

Custom datasets 
for under-

sampling 

FMPED and 
FMMPED 

algorithms 

Overlapping 
benign/phishing 

regions 

Potential 
overfitting from 

reduced data 

Apply to real-time 
phishing scenarios 

Ripa, et. al. 

(2021) 

Detects phishing 

in URLs, emails, 

and websites 

Supervised 

learning with 

multiple 

classifiers 

Twitter-based 

phishing data 

XGBoost, 

Naïve Bayes, 

Random 

Forest 

Handling 

different 

phishing vectors 

Dataset size and 

scope 

limitations 

Incorporate deep 

learning and real-

time detection 

Zhang et. al. 

(2020) 

Detection based 

on persuasion 
principles in 

phishing 

Feature 

selection using 
information 

gain 

Text-based 

phishing email 
data 

Persuasion 

principle + IG-
based 

selection 

Identifying 

relevant 
linguistic cues 

May not 

generalize 
across all 

phishing styles 

Test on larger, 

multilingual 
datasets 

Loh, Lee et. 

al. (2024) 

Proposes 

integrated AI 
framework for 

detection and user 

education 

Hybrid of CNN-

based detection 
+ Gen AI for 

education 

Not explicitly 

specified 

CNN model; 

Generative AI-
based 

education 

Adapting to 

advanced, 
evolving 

phishing tactics 

Dataset and 

platform details 
limited 

Expand 

customizable 
scenarios and 

real-time 

feedback 

VI. CONCLUSION AND FUTURE WORK  

Phishing tactics, which involve psychological 
manipulation and technology methods, are a significant and 
ongoing concern in cybersecurity. The goal is to deceive 
people into handing over vital information. This research 
shows that ML and DL techniques are effective in detecting 
and avoiding phishing emails. ML models like RF and DT 
have shown excellent performance in structured classification 
tasks, while DL models like DNNs, CNNs, and LSTMs 
provide superior accuracy and automation by learning 
complex patterns from raw data. Integrating these models into 
security infrastructures significantly improves real-time 
detection and minimizes false positives, making them highly 
effective against both known and emerging phishing threats. 
While ML and DL models have significantly advanced 
phishing detection, it face limitations such as dependence on 
labeled data, lack of interpretability, high computational 
demands, and vulnerability to adversarial attacks. Future 
research should aim to develop lightweight, explainable 

algorithms that can respond to new dangers as they emerge in 
real-time. Incorporating techniques like Explainable AI 
(XAI), user behavior analytics, and hybrid ML-DL-rule-based 
systems can enhance model transparency, scalability, and 
resilience against sophisticated phishing tactics.  
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