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Abstract—Financial institutions require an accurate estimation of the risk of loan default in order to reduce losses incurred by credit 

and sustain lending. This study proposes a robust stacking-based machine learning framework that integrates Knowledge Graph 

Embedding (KGE) for semantic feature enrichment with XGBoost as the final predictive model. The approach is evaluated on the 

Home Credit Default Risk (HCDR) dataset, comprising diverse financial, demographic, and behavioral attributes of loan applicants. 

A comprehensive preprocessing pipeline, including imputation, normalization, one-hot encoding, and correlation-based feature 

selection, ensures data quality and model generalizability. The proposed KGE-XGBoost model captures both structured tabular and 

relational semantics by transforming borrower-entity relationships into dense embeddings, which are concatenated with original 

features to form a unified representation. Experimental results demonstrate superior performance with 96.79% accuracy (ACC), 

80.83% precision (PRE), 78.75% recall (REC), and an F1-score (F1) of 79.00%. The proposed model exhibits a strong ability to 

outperform the baseline models (Random Forest achieved ACC 94.20%, NN achieved ACC 89%, and DT achieved ACC 73%), 

particularly in scenarios with class imbalances. The KGE integration has been found to greatly contribute to feature expressiveness 

and it presents a scalable and promising credit risk assessment solution to real-life financial applications. 

Keywords—Loan Default Prediction, XGBoost, Knowledge Graph Embedding (KGE), Credit Risk Assessment, Machine Learning, 

Classification Models, Feature Enrichment. 

I. INTRODUCTION 

Lending has been a traditional source of economic growth 
in the financial industry, providing people and companies with 
access to credit to consume, invest, and grow. Microfinance 
institutions, banks, and digital lending platforms raise good 
income by charging interests and any processing fees on loans 
[1][2]. Conventional credit evaluation practices, which are 
usually based upon manual analysis of income, collateral, and 
credit record, are slow, expensive [3][4]. This necessitates 
high-tech practices that not only guide loan distribution but 
also ensure companies' financial stability and limit exposure 
to risky borrowers. 

Loan defaults are a chronic in the financial ecosystem 
despite strict evaluation frameworks. Defaults occur when 
borrowers fail to make scheduled payments[5][6][7], leading 
to financial losses for lenders and increased interest rates for 
future borrowers. Past economic downturns, such as the global 
financial crisis of 2008,  widespread defaults could destabilize 
entire financial systems[8][9]. Predicting default risk is 
difficult due to the complex interplay of factors such as 
fluctuating incomes, job instability, market volatility, and 
unforeseen personal emergencies.  

Machine Learning (ML) techniques have emerged as 
powerful solutions for predicting loan defaults, as they can 
identify hidden patterns. The ML algorithms unlike traditional 
ones have the ability to incorporate various variables 
including spending patterns, past transactions, demographic 
information and real-time financial history to produce more 
precise forecasts [10][11]. Classifying the borrowers as being 
high-risk and low-risk has been commonly and broadly 
applied using Techs, like LR, DT, RF, and Gradient Boosting 

[12][13]. Such predictive features can assist lenders in 
minimizing default instances and enhancing operational 
efficiency through automated decision-making.  

The stacking ensemble methods solve the problem of 
incorporating several base models and incorporating their 
results with the help of a meta-learner to provide strong 
results. In stacking, the various classifiers can be used together 
(as with a meta-model) in loop [14][15] to predict loan 
defaults. This composite design combines the merits of 
alternative algorithms, which are therefore more dependable 
and precise in predicting defaults than individual algorithms 
[16][17]. With the introduction of stacking, financial 
institutions can have a competitive edge in terms of reduced 
credit risks, enhanced quality of loan portfolio, and enhanced 
confidence in loaning practices enhancing financial stability 
in the end. 

A. Motivation and contribution  

The research is driven by the increasing necessity of 
dependable and intelligent methods of loan default prediction 
within the financial industry, where the misestimation of risks 
may lead to disastrous financial losses as well as the loss of 
confidence in the automated loan issuers. The traditional 
single-model predictive methods are characterized by low 
levels of generalization, over-fitting, and the inability to 
effectively model the intricate interactions between borrower 
features, credit histories, and institutional policies, and finally, 
the effectiveness of a stacked ensemble combining XGBoost 
and KGE to utilize both predictive learning and semantic 
interpretation and hence increase model interpretability, 
reliability, and risk-sensitivity. Using a hybrid predictive 
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approach, this study aims to enhance loan default prediction, 
as described below: 

• The study utilizes the HCDR dataset, a large-scale 
real-world benchmark, to design and validate a robust 
loan default prediction framework. 

• A comprehensive data pre-processing pipeline is 
employed, including missing value imputation, 
normalization, categorical encoding, and filter-based 
feature selection, ensuring bias-free and high-quality 
inputs for model training. 

• A is novel stacked ensemble architecture developed 
by integrating Extreme Gradient Boosting (XGBoost) 
with Knowledge Graph Embedding (KGE), enabling 
the system to capture deeper borrower–institution–
loan relationships beyond conventional feature sets 

• The proposed model outperforms existing 
approaches, achieving high ACC, PRE, REC, F1, 
ROC-AUC, demonstrating its effectiveness over 
baseline models like RF, DT and NN. 

• Extensive evaluation using a confusion matrix, 
ROC curve, and key classification metrics validates 
the model’s robustness and highlights its applicability 
in real-world financial decision-making. 

• A valid and relatable hybrid model that could be 
implemented in real-life financial risk management 
and improve decision-making and confidence in 
automated lending systems. 

B. Novelty with justification 

This work is novel because it stacked Knowledge Graph 
Embedding (KGE) and XGBoost to enhance loan default 
prediction by identifying both statistical and semantic 
patterns. Unlike traditional models, the proposed framework 
embeds borrower–institution–loan relationships into dense 
vectors using algorithms enriching the input space with 
contextual information. This is justified by the relational 
nature of financial data, where risk depends on both individual 
features and entity interactions. Leveraging XGBoost 
robustness with KGE-based semantic signals, the model 
achieves superior reliability and ACC (96.79%) on the HCDR 
dataset, outperforming RF, Neural Networks, and Decision 
Trees, thereby offering a more explainable and risk-sensitive 
credit scoring solution. 

C. Structure of the paper 

This research is structured according to the following 
scheme: Section II is a review of the related literature on ML 
and the prediction of loan defaults and hybrid ML. The 
proposed methodology, such as preprocessing, knowledge 
graph embedding, and stacking architecture, is described in 
Section III. Section IV gives the results of the experiment and 
comparative analysis, and, Section V, gives conclusions to the 
study and future research directions. 

II. LITERATURE REVIEW  

This section presents a comprehensive literature review on 
loan default prediction using ML and hybrid semantic models. 
It explores existing approaches including conventional 
classifiers, ensemble techniques, and knowledge-driven 
learning frameworks. Additionally, Table I provides a 
summarized comparison of the reviewed studies discussed in 
this section:         

Ramachandra and Vaithiyanathan 2025, This privacy-
preserving approach uses a differentially private optimizer 

layer in the WGAN architecture to protect against 
membership inference attacks, which can compromise 
individuals' privacy. Deep-learning algorithms that classify 
loan defaulters require abundant data, which could be 
compromised through federated learning. The goal is to 
improve loan defaulter prediction without directly exchanging 
sensitive loan data.  A remarkable 95% ACC is achieved by 
the suggested system, as shown by Federated WGAN, 
synthetic dataset populations, and privacy budgets [18].     

Khan et al. (2025) study presents a novel strategy of 
integrating the HITL with the XGBoost, a single of the most 
powerful ensembles learning algorithms to provide a well-
balanced model of loan default prediction. By analyzing loan 
data of Lending Club, this approach has reached a 99.4% ACC 
and a high PRE and high REC, hence indicating balanced 
performance of the model [19].                       

Zhou (2024) trained an individual stacked model for each 
loan client based on personalized features.  The data used 
contains information about fifteen million loan applicants, 
their default status, and 468 features in all.  41 of the features 
that can be quantitatively analyzed are selected according to 
the feature importance output by a RF model. The stacked 
model consists of two layers, in which a LGBM classifier is 
the base learner, and an LR model is the meta learner. The 
stacked model outperforms the individual Logistic Regression 
model but performs nearly the same as the individual LGBM 
Classifier. the stacked models trained with personalized 
features result in  AUC=0.772  and  F1=0.188[20]. 

Kumar Jain et al. (2024) an analytics model that uses 
machine learning to improve the banking industry's ability to 
anticipate loan defaults using open P2P loan data from 
Lending Club.  The model employs cutting-edge ML 
techniques, including RF, to enhance the ACC and reliability 
of predictions.  Credit history, loan purpose, and debt status 
are among the crucial borrower variables the algorithm 
considers when identifying high-risk borrowers.  With 
parameters like 89% accuracy, 99.5% sensitivity, and 80.3% 
specificity, RF emerged as the most successful ML model 
among those that were tested [21].  

Pathak et al. (2023) a thorough examination of the 
Lending Club dataset for the purpose of predicting loan 
defaults.  Data cleansing, EDA, and standardization are all a 
part of the research, as is the use of foundational ML models 
and an ensemble model.  In the initial stage of the dataset, 
factors significant to loan default prediction are identified 
through data filtering and EDA approaches.  Basic ML models 
like as DT, LR, and RF are trained using preprocessed data in 
order to forecast loan default.  An ACC of about 73% is 
attained by these models.  Employing an ensemble learning 
approach further enhances prediction accuracy.  The ensemble 
model, which pooled the results of multiple separate models, 
increased ACC by 76.8% [22]. 

Gao, Yang and Wang (2023) This research aims to use ML 
methods to sift through mountains of data on bank loan 
defaults. The goal is to develop a BP neural network-based 
loan default prediction model that can identify potential 
default risks early on and help mitigate them proactively. 
After evaluating the model's performance, ten variables used 
as input features. Finally, a 2-hidden-layer BP neural network 
determined. Multiple K-value models are assessed, 
concluding with a K-value of 4 for the KNN algorithm 
validates the two models BP neural network and KNN 



N. Upadhyay, Journal of Global Research in Multidisciplinary Studies (JGRMS, 1 (10), October 2025, 36-43) 

© JGRMS 2025, All Rights Reserved   38 

algorithm, analyzing ACC, REC, and PRE. The BP neural 
network model achieves an ACC of 70% or more, a REC rate 
exceeding 55%, and a PRE rate surpassing 60%[23]. 

Lakshmanarao et al. (2023) developed a plan to use ML 
and DL models to forecast when loans go into default.   Loan 
default data from Lending Club is used in this analysis. To 

obtain a preprocessed dataset, the dataset is subjected to 
multiple data preprocessing programs.   Future ML methods 
suggested included DT, LR, K-NN, and feed forward NN.   
Experiment findings showed that the proposed feed forward 
NN had a 91% success rate in forecasting repayment defaults. 
[24]. 

TABLE I.  SUMMARY OF THE RELATED WORK FOR LOAN DEFAULT PREDICTION USING MACHINE LEARNING AND DEEP LEARNING TECHNIQUES 

Author Dataset Methodology Results / Analysis Advantages Limitations Future Work 

Ramachandr

a & 
Vaithiyanath

an (2025)  

Loan data  Federated WGAN with 

differentially private 
optimizer to generate 

synthetic data for 
privacy-preserving 

Achieved 95% 

accuracy while 
protecting against 

membership 
inference attacks 

Protects data privacy; 

synthetic dataset 
generation ensures 

security 

Requires large 

computation; 
synthetic capture real-

world complexity 

Explore scalability of 

Federated WGAN 

Khan et al. 

(2025)  

Lending 

Club dataset 

HITL + XGBoost 

ensemble 

99.4% accuracy, high 

precision, high recall 

Balanced, robust 

model; incorporates 

human-in-the-loop 
for validation 

HITL integration 

increases complexity 

and dependency on 
human feedback 

Extend HITL with 

deep learning real-

time deployment in 
banking systems 

Zhou (2024)  15 million 

loan 
applicants,  

Stacked model (LGBM 

as base + Logistic 
Regression as meta) 

AUC = 0.772, F1 = 

0.188; outperforms 
Logistic Regression 

but comparable to 

LGBM 

Personalization using 

client-specific 
features; interpretable 

stacking 

Low F1 score; 

minimal 
improvement  

Improve feature 

engineering; hybrid 
stacking with DL 

models 

Kumar Jain 
et al. (2024)  

Lending 
Club dataset 

(open P2P 

loan data) 

Random Forest 
compared with LR, DT, 

SVM 

RF: 89% accuracy, 
99.5% sensitivity, 

80.3% specificity 

Identifies high-risk 
borrowers 

effectively; superior 

sensitivity 

Accuracy lower 
compared to newer 

DL methods; feature 

limitations 

Explore deep 
ensemble models; 

include external 

borrower behavior 
data 

Pathak et al. 

(2023)  

Lending 

Club dataset 

Data filtering, EDA, 

standardization → ML 
models (LR, DT, RF) + 

Ensemble 

Individual ML 73% 

accuracy; Ensemble: 
76.8% accuracy 

Strong preprocessing 

pipeline; ensemble 
improves 

performance 

Limited accuracy 

compared to 
advanced models; 

weak generalization 

Apply hybrid ML-DL 

models; add socio-
economic contextual 

features 

Gao, Yang & 

Wang (2023)  

Bank loan 

default data 

BP Neural Network & 

KNN (K=4) 

BP: 70% accuracy, 

recall >55%, 
precision >60% 

Neural network 

captures non-
linearity; early risk 

detection 

Accuracy relatively 

low; limited feature 
selection 

Improve with feature 

explore CNN/LSTM 
for time-series pattern 

Lakshmanara
o et al. 

(2023)  

Lending 
Club dataset 

ML models (DT, RF, 
LR, KNN) + DL 

(Feedforward NN) 

Feedforward NN: 
91% accuracy 

High performance 
with DL; comparative 

study with ML 

Overfitting risk due to 
high reported 

accuracy; dataset bias  

Extend to cross-
platform datasets; 

explore federated DL 

A. Research Gap 

Despite notable progress in ML and DL for loan default 
prediction, several key challenges remain unresolved. Many 
existing approaches rely on single models or basic ensemble 
techniques, offering limited generalization and reduced 
reliability in complex financial environments. Although 
methods like SMOTE and ADASYN have been used to 
address class imbalance, they do not fully capture the complex 
relationships between borrower attributes and default 
behavior in diverse datasets, such as Lending Club and 
HCDR. Furthermore, knowledge-driven feature enrichment 
methods like Knowledge Graph Embedding (KGE) remain 
underexplored, and their integration into advanced ensemble 
frameworks is rare. In particular, few studies have 
investigated the combination of KGE with robust meta-
learners such as XGBoost within a stacked architecture. This 
gap underscores the need for a reliable, high-ACC predictive 
framework that leverages both semantic enrichment and 
stacking techniques to improve interpretability, robustness, 
and real-world applicability in financial risk management. 

 

Fig. 1. Flowchart for Loan default prediction using stacking models 
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III. METHODOLOGY 

The process of predicting loan defaults is an important 
undertaking of financial risk management because it helps 
lenders identify high-risk borrowers before loans are 
disbursed. Figure 1 shows the methodology that was used to 
conduct this study. First, a dataset of HCDR was acquired and 
put through EDA to understand the distribution of features, 
identify outliers, and determine class imbalance. The next step 
involved data preprocessing, including tasks such as 
classifying categorical variables, normalizing numerical 
variables, and handling missing values.  To improve the 
model's efficiency and decrease dimensionality, the filter-
based technique was used to select features while retaining the 
most important predictors.  Stratification was used to keep the 
class proportions consistent, and the processed data was then 
split into training and testing sets of 80 and 20, respectively. 
During the model-building phase, stacking has been deployed, 
where different base learners, including XGBoost and KGE 
were trained Final, the performance of the proposed stacking 
framework was measured using standard measures, i.e., ACC, 
PRE, REC, and F1 structured statistical properties and 
relational semantics to enhance predictive ACC and stability, 
especially under the condition of class imbalance. 

A. Data acquisition  

The data for this study is sourced from the HCDR dataset, 
specifically utilized for loan default prediction. It comprises 
anonymized information on applicants, including their 
demographic details, financial history, previous loans, 
monthly installments, and repayment records, making it well-
suited for modeling and predicting the likelihood of loan 
repayment failures. Table II presents the description and key 
properties of the dataset obtained from various sources. 

TABLE II.  DATASET DESCRIPTION AND KEY ATTRIBUTES 

Data Source Description Key attributes 

application.c
sv 

Information about the 
loan applicant 

(anonymized) and 

loan at application 
time 

Demographic information (i.e., 
age, gender, family status, etc.), 

employment type, years in 

business/employment, income, 
loan information (loan type, 

requested amount), external 

source’s data 

bureau.csv Borrower's previous 

credits provided by 

other banks and 
financial institutions 

Number of loans active/close, 

total loan exposure, total 

overdue amount, remaining 
term, number of defaults. 

bureau_balan

ce .csv 

Borrower's monthly 

data of prior credits in 

the bureau 

Monthly status of availed 

credits, i.e., regular/overdue 

payment 

previous_app

lic ation.c 

Information on 

previous loan 

applications and their 

status for the 

applicants 

Loan amount, loan type, loan 

duration, decision 

(approve/reject) 

POS_CASH

_b alance.csv 

Monthly data on 

previous sales or cash 
loans by current 

customers 

Monthly balance, term of cash 

loan, loan status 

credit_card_
balalance.csv 

Monthly balance 
snapshots of previous 

credit cards 

Credit limit, utilized amount, 
receivable amount, payments 

installments_
pa 

Payment history for 
previous loans 

Installment size, last paid 
amount, overdue amount, status 

B. Data visualization 

Data visualization was used to analyze correlations, 
demographic patterns, and occupational distributions in the 
HCDR dataset. Insights from heatmaps and bar charts 

revealed multicollinearity, gender-based repayment risks, and 
occupation-linked credit behaviors, guiding reliable feature 
selection and risk profiling and the correlation heat map, as 
shown in Fig. 2.  

 

Fig. 2. Correlation Metrix of Home Credit Default Risk Dataset 

Figure 2 shows a heatmap of the correlation matrices for 
the HCDR dataset, which was obtained from the Seaborn 
library. It illustrates the linear relationships among numerical 
features from the previous application table. Highly correlated 
features are shown in red or blue, indicating strong positive or 
negative correlations, respectively. This aids in 
multicollinearity detection and dimensionality reduction for 
improved model reliability. 

 

Fig. 3. Gender Distribution for Client based on the paying difficulties 

Figure 3 is a bar chart that depicts the gender distribution 
of clients from the HCDR dataset who are having trouble 
repaying their loans. It reveals that females (F) exhibit a higher 
incidence of payment issues compared to males (M), with 
approximately 14,000 cases for females and 11,000 for males. 
This suggests potential gender-related risk factors in credit 
default behavior. 

 

Fig. 4. Occupation TYPE for members without difficulties in the home 

credit risk dataset 
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Figure 4 presents the occupational distribution of clients 
without repayment difficulties in the HCDR dataset. The 
highest count is for Laborers (49,000), followed by Sales staff 
(28,000), Core staff (26,000), and Managers (19,000). 
Occupations like IT staff and HR staff have the lowest counts 
(500–1,000), highlighting occupational stratification relevant 
to credit risk profiling. 

C. Data preprocessing 

Data quality and integrity are guaranteed by the use of data 
pretreatment techniques including normalisation and missing 
value imputation [25].  A number of preprocessing procedures 
are necessary to ensure that ML models used to predict loan 
defaults have a low error rate. This process enhances model 
performance, generalizability, and reliability by reducing 
noise, inconsistencies, and bias in the dataset. Further 
Preprocessing Steps are briefly explained below: 

• Missing Value: The dataset contains missing values 
that can be either filled in or omitted.  As a missing 
value technique, use the mode, median, or mean [5].  
Consequently, this study employed a Scikit-learn 
pipeline to imputationally determine the mode for 
categorical data and the mean for numerical variables.  

D. Data Normalization with Standard Scale 

The features were standardized using the StandardScaler 
from the scikit-learn package, a widely used tool for feature 
normalization in machine learning[26]. The StandardScaler 
ensures that all features are on the same scale by removing 
their means and scaling them to unit variance.   Following the 
steps outlined in equation (1), can determine the average score 
for each attribute:  

 𝑧 =  
𝑥−𝑢

𝑠
 (1) 

feature's standard deviation (s), feature's mean (u) over 
training data, and feature's value (x) are all variables in this 
context.  Divide the data by the standard deviation to scale it 
and eliminate the mean.   This is the usual behaviour of the 
StandardScaler. 

E. Feature encoding 

A common requirement for neural network processing is 
the transformation of categorical data used in loan default 
prediction models, such as the borrower's marital status, job 
status, and loan type [27].  The inability of neural networks to 
process categorical input necessitates the employment of other 
encoding methods, such as Label Encoding and One-Hot 
Encoding.    The One-Hot Encoding method uses binary 
columns to represent each category.  The category is present 
if the value is "1" and absent if the value is "0." This assists 
the neural network in treating every category separately, thus 
making no false presumptions of order or precedence. 
Although One-Hot Encoding can expand the number of 
features in the model, particularly on variables containing a lot 
of categories, it also guarantees higher ACC of a model. 

F. Feature selection using filter method 

Feature selection is a crucial step in enhancing neural 
network performance by eliminating irrelevant, redundant, or 
noisy features[28]. Model correctness, overfitting reduction, 
and computing efficiency can all be achieved through the use 
of various strategies. These techniques are generally classified 
into three categories: Three Approaches: Filtering, 
Embedding, and Hybrid.  For high-dimensional datasets, filter 

methods excel computationally because they assess the 
importance of each feature separately from any learning 
algorithm. This makes them ideal for loan default prediction, 
which involves high-dimensional financial, demographic, and 
behavioral attributes.  With just the most important features 
kept, were able to simplify the model and speed up training.  

G. Data splitting 

The dataset is divided into 80:20 stratified train-test 
partitions with a random state of 10, which guarantees 
consistency in class distribution and repeatability across 
partitions.  It is possible to maintain the ratio of default to non-
default classes in the training and testing sets using 
stratification.  

H. Proposed stacked XGBoost + KGE model for loan 

default prediction 

The model is a stacking-based ensemble designed to 
enhance classification performance on structured tabular 
data by incorporating semantic knowledge through 
Knowledge Graph Embeddings (KGE) and using XGBoost 
as the final prediction engine. It begins with a traditional 
dataset, represented as feature vectors 𝑥𝑖  ∈  ℝ𝑚 , where m 
denotes the number of engineered numerical and categorical 
features[29]. Normalization, label encoding, and missing 
value imputation are some of the common pre-processing 
steps used on this data. Parallel to this, a Knowledge Graph 
is constructed to represent real-world relationships among 
entities such as borrowers, institutions, accounts, and 
geographic locations. The format (h, r, t) triples are embedded 
using a KGE approach such as TransE, DistMult, or ComplEx.  
In this case, a head entity (h), a relation (r), and a tail entity (t).  

This results in an embedding ℎ𝑖  ∈  ℝ𝑑 with a fixed length for 
every entity. The tabular features and semantic embeddings 
are then concatenated to form a unified stacked feature 
representation is equation (2): 

 𝑧𝑖 =  [𝑥𝑖  ∥  ℎ𝑖] 𝜖 ℝ𝑚+𝑑 (2) 

This packed input 𝑧𝑖  is inputted into an XGBoost 
classifier, which creates an ensemble of the gradient-boosted 
decision trees that used to factor in complex interactions and 
correct imbalance of classes. This model has its logistic 
objective function in binary classification whereby the output 
probabilities are generated in the form of eqn (3). 

 𝑃(𝑦𝑖 = 1 | 𝑧𝑖)  =  
1

1+exp (−𝑓(𝑧𝑖))
 (3) 

where f(⋅) represents the forecast of XGBoost ensemble. 
XGBoos binary logistic objective is used to do training and 
maximize the binary cross-entropy loss in eqn (4). 

𝐿 =  − ∑ [𝑦𝑖 log(𝑃(𝑦𝑖)) + (1 − 𝑦𝑖) log(1 − 𝑃(𝑦𝑖))]𝑛
𝑖=1 (4) 

The ACC, PRE, REC, and F1 metrics are used to assess 
the model's efficacy. As for other metrics. The F1-score is 
prioritized due to the data set's inherent imbalance. Such 
tabular learning and semantic embedding stacking-based 
integration enables the model to learn not only the statistical 
cues but also the relational information and thus becomes 
extremely useful when it comes to structured prediction tasks, 
including loan default prediction or fraud detection. 

I. Performance metrics 

A model evaluation is of the utmost significance in any 
predictive modelling attempt.  Binary classification is a sort of 
classification that uses the prefixes "P" and "N" to separate 
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data into two groups. With this sorting, get two right 
categories (TP and TN) and two incorrect ones (FP and FN).   
Table III provides the confusion matrix for these four 
outcomes, which are utilised to assess the binary classifier. 

TABLE III.  CONFUSION METRICS 

 Predicted Positive Predictive Negative 

Actual Positive True Positive (TP) False Negative (FN) 

Actual Negative False Positive (FP) True Negative (TN) 

 

1) Accuracy 
A popular metric, accuracy shows what percentage of the 

model's predictions were correct out of all the possibilities 
[26].    The total number of instances, TP, and TN are added 
together to achieve this ratio.  More specifically, the following 
formula (5) determines the accuracy:  

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 𝑜𝑓 𝑑𝑎𝑡𝑎
 (5) 

2) Precision 
The ACC, consistency, and reliability  of the model's 

predictions is the percentage of accurate predictions.  The 
expression for it is equation (6): 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑅
 (6) 

3) Recall 
The recall measures a model's ability to identify actual 

positive instances; it is calculated as the ratio of the total 
number of real positives to the number of right positive 
predictions.  The calculation is shown in equation (7): 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (7) 

4) F1 Score 
The F1-score is a well-rounded assessment that considers 

both the positive and negative consequences. It is calculated 
by harmonically adding the PRE and REC ratings. It 
particularly comes in handy when there is an imbalance in the 
classes, since it does not make the model rate itself on one 
metric, performance of classifying the positive class. The F1-
score is calculated as in equation (8): 

 𝐹1 − score =
2×𝑟𝑒𝑐𝑎𝑙𝑙×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (8) 

5) ROC Curve 
One tool for visualizing how a binary classification model 

performs at different threshold levels is the ROC curve. The 
curve is a plot of the TPR also known as the REC versus the 
FPR at different thresholds. The FPR is derived as in equation 
(9): 

 𝐹𝑃𝑅 =  
𝐹𝑃

𝐹𝑃+𝑇𝑁
 (9) 

These indicators are used to evaluate the model's efficacy.  
Below, Shows the results of the evolutionary models: 

IV. RESULT ANALYSIS AND DISCUSSION 

This section describes the experimental findings to predict 
loan default by stacking machine learning structure on HCDR 
dataset. The suggested model combines the representation of 
semantic features using Knowledge Graph Embedding (KGE) 
and XGBoost as the ultimate classifier. Performance is 
measured based on such key metrics as ACC, PRE, REC, F1. 
It was implemented with Python programming language and 
in a Jupiter Notebook setting on Google Colab. The libraries, 

including Keras, TensorFlow, NumPy, Pandas, Seaborn, and 
Matplotlib, were used. The experiments have been run on a 
hardware with an NVIDIA GTX 1660i (8 GB VRAM) + 16 
GB RAM, which has adequate computational memory to run 
the training and testing of stacked XGBoost + KGE. The next 
parts would elaborate on the performance consequences of the 
suggested method. 

TABLE IV.  XGBOOST + KGE MODEL PERFORMANCE ON HOME 

CREDIT RISK DATASET  

Measure XGBoost + KGE 

Accuracy 96.79 

Precision 80.83 

Recall 78.75 

F1-score 79.00 

ROC AUC 83.60 

Table IV provides the quantitative analysis of the 
suggested XGBoost + Knowledge Graph Embedding (KGE) 
model used with HCDR dataset, which is expected to improve 
the reliability of loan default prediction. The model achieves 
a high classification accuracy of 96.79, indicating high overall 
correctness in binary classification. An ACC of 80.83% 
indicates that the model is very strong at reducing FP, which 
is very important in financial risk scenarios. The F1 of 79.00% 
ensures that the model performs balancedly in terms of REC 
and ACC, while a score of 78.75% shows that the model is 
highly sensitive in predicting actual defaulters.  The model's 
capacity to distinguish between default and non-default 
classes is further demonstrated by its remarkable ROC AUC 
of 83.60%. The integration of KGE significantly contributes 
to improved feature representation, enabling more accurate 
credit risk stratification. 

 

Fig. 5. Confusion matrix of XGBoost + KGE model 

The XGBoost with KGE model's predictions on loan 
defaults using the HCDR dataset are summarized in Figure 5, 
the confusion matrix.    A full range of outcomes, including 
correct, incorrect, and non-existent results, are detailed in the 
matrix. The diagonal values (55,661 and 3,876) represent 
correctly classified non-defaulters and defaulters, 
respectively. The off-diagonal values indicate 
misclassifications: 919 non-defaulters were incorrectly 
predicted as defaulters, and 1,046 defaulters were 
misclassified as non-defaulters.  

The XGBoost + KGE ROC curve on the HCDR data is 
illustrated in figure 6. The curve attains AUC of 0.836 with a 
high level of discrimination of defaulters and non-defaulters. 
Its sharp ascent to the left upper quadrant indicates a good 
classification achievement when there is an imbalanced 
collection of data.  
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Fig. 6. Roc curve of XGBoost + KGE model 

A. Discussion 

This section gives a comparative analysis of loan default 
prediction based on the HCDR dataset. The suggested 
XGBoost + Knowledge Graph Embedding (KGE) model is 
compared with the current models such as RF, NN, and DT as 
presented in Table V The evaluation is performed in terms of 
the main key performance measurements such as accuracy.  

TABLE V.  COMPARISON BETWEEN PROPOSED XGBOOST + KGE MODEL 

AND EXISTING MODELS FOR LOAN DEFAULT PREDICTION  

Measure Accuracy 

Proposed XGBoost + KGE 96.79 % 

Random Forest[30] 94.20 % 

Neural Network model[31] 89.0 % 

Decision Tree[32] 73.0 % 

The performance comparison of the proposed stacking-
based XGBoost + Knowledge Graph Embedding (KGE) 
model with the traditional models, which are RF, NN, and DT, 
as presented in Table V. The results indicate that the 
combination of XGBoost and KGE showed the highest ACC 
of 96.79, which easily outperforms other baseline models. In 
comparison, the RF classifier attained an ACC of 94.20%, 
which, although competitive, remained lower than the 
proposed model. Similarly, the NN model yielded 89.0%, 
highlighting its limited capability in capturing complex 
feature interactions within the dataset. The DT classifier 
reported the lowest ACC of 73.00%, indicating its 
susceptibility to overfitting and inability to generalize 
effectively. These results show that the suggested stacking 
model is more accurate in predicting loan defaults than other 
methods. 

The integration of KGE for semantic feature augmentation 
and XGBoost as a predictive engine reflects a stacking-
inspired hybrid architecture, where knowledge-driven feature 
learning is layered beneath gradient-boosted decision-making. 
This makes the model more generalizable, which improves its 
ability to depict intricate linkages in borrowers' actions.  
Especially in risk-sensitive settings, its balanced performance 
proves it is beneficial for loan default prediction. Nonetheless, 
the architecture introduces computational overhead due to 
embedding construction and model complexity, suggesting 
future scope for optimizing the stacking pipeline or 
incorporating lightweight meta-learners for scalability. 

V. CONCLUSION AND FUTURE WORK 

Loan default prediction is one of the most important issues 
in financial risk management, where prompt and accurate 

identification of high-risk borrowers can go a long way to 
minimize losses and to provide better credit allocation 
traditional models in modeling complex borrower 
relationships, this paper suggested a stacked machine learning 
framework that integrates XGBoost with Knowledge Graph 
Embedding (KGE) to predict them better. The combination of 
tabular financial characteristics and semantic descriptions 
based on the real-life entity relationships enables the model to 
utilize both statistical cues and contextual information the 
proposed stacked XGBoost + KGE model was tested on 
HCDR dataset and showed high predictive ACC according to 
various evaluation metrics. The model has an ACC of 96.79%, 
F1 of 79.00%, and ROC-AUC of 83.60, which is better than 
the baseline models such as the RF, NN, and DT. The equal 
ACC and REC metrics suggest that the model is strong in 
overcoming the issue of class imbalance, which is a usual 
problem with credit scoring data. The knowledge graph 
element led to better representation of the features, whereas 
the XGBoost gradient-boosted decision tree offered good 
classification and generalization. Further research should be 
done to simplify this complexity in future work by examining 
lightweight KGE methods, Real-time deployment and 
explainability framework, e.g. SHAP, or LIME, can also be 
explored in order to enhance transparency, regulatory 
compliance and trust in automated lending systems. 
Altogether, stacked architecture provides a scalable and smart 
platform of next-generation loan default prediction systems. 
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