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Abstract—The increasing need for high-performance and high-energy efficiency in mobile computing has resulted in significant
innovations in mobile processor architectures. This review article examines some of the major design concepts and algorithm
optimization techniques that can be used to ensure energy efficiency and computational power balance in mobile devices. It explores
such architectural innovations as RISC-V, logic-memory co-integration, and system-level technologies as clock gating, power gating,
and dynamic voltage and frequency scaling (DVFS). Moreover, the paper also discusses software-hardware co-design options,
thermal-aware scheduling, and the new machine learning-based energy prediction and management approaches. This study gives us
an idea of the dynamic nature of mobile processor design to enhance performance with longer battery life through synthesis of the
existing research and developments. The findings are especially applicable because mobile applications are becoming increasingly
more demanding with regard to computation. The mentioned techniques can be considered the basis of future innovation in the
cellular energy optimization and chip architecture.
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I. INTRODUCTION

The integration of memory and logic in the same silicon
substrate has been the long-term problem of complementary
metal-oxide semiconductor (CMOS) technology. There have
been historical trends in terms of technological advancement
of logic chips and memory. However, convergence has been
driven in a massive way since the inception of embedded
memories, and it is understandable: embedded memories
enhance the performance of a system and reduce power
consumption. Power-delay product is a relevant indicator of
power efficiency, and it simply renders it improved. This
energy-optimal connection of logic and memory integration is
intrinsic and provides a principle on energy-aware architecture
design.

Mobile sensing applications in domains as diverse as
medicine, transportation, and social media have been on the
rise because of the diffusion of high-tech smartphones with
embedded sensors and enhanced processing and
communication capabilities [1]. It is predicted that even more
sophisticated sensors incorporated into future smartphones
and allow them to support highly personalized and context-
aware user applications [2]. The most important aspect of
these mobile sensing systems is that it must have client-side
middleware capable of connecting to the internal sensors and
sending data to external storage devices, to enable the analysis
of an individual or a group of data.

The engagement time of users has grown significantly as
the smartphones continue to develop and gain popularity [3].
In order to be competitive smart phone makers have invested
in improving performance, adding battery life, and improving
user experience. The high frequency multi-core processors
have been adopted as a result of these demands. The
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consumption of power has however gone up, though, as a
result of the improved processing capacity. To address this
trade-off, manufacturers employed the strategy that includes
adding capacity to the battery and low-power technology
though those approaches only vyield some small
improvements.

A battery-powered phone is one of the nature of the
constraints of a smart phone. A faulty battery is capable of not
allowing the user to carry out the most important functions and
therefore, energy efficiency is a serious non-functional
criterion in the design of mobile applications. Mobile software
energy efficiency has been an environmental issue of concern,
as the total energy consumption of the billions of smartphones
worldwide has raised the association of green software
engineering and sustainability. These have emerged as
burning interdisciplinary issues especially in the area of
software engineering. Although studies have shown that
developers are becoming more conscious of energy related
issues [4], two major challenges are encountered by the
developers namely a lack of proper knowledge and the lack of
good tools to create energy efficient mobile systems.

A. Structure of the Paper

The following is the outline of the paper: Section Il deals
with systems on a chip (SoC) architectural design and energy
saving techniques. Section 111 explains the battery limitations
and power management using design concepts. Section 1V
discusses the computing requirements in today’s applications
in energy optimization methods. Section V provide related
literature and Section VI a conclusion with key insights and
future directions.
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Il. FUNDAMENTALS OF MOBILE PROCESSOR
ARCHITECTURES

Communication and embedded applications are the two
main drivers of the rapid proliferation of microprocessors, and
embedded processors have become part of the numerous
gadgets in the home, such as televisions, audio systems,
kitchen appliances, and automobiles high-end vehicles such as
BMWs now contain 60 to 70 microprocessors that control
braking, airbag systems, window operation, and more. On
average there are almost 60 embedded microprocessors in
mobile devices and appliances in an average American family.
This development is based on the design of mobile processors
(and in particular System-on-Chip (SoC) designs) whereby
size, power, and performance are optimized through the
integration of many components into a single chip. These
components are CPUs, GPUs, memory, modems and power
controllers. These architectures are developed based on
market-specific needs and end-product limitations focusing on
a trade-off between high performance, low power
consumption, low cost, and small form factors. Some of the
preferences exhibited by manufacturers in the design are also
whether to use thin modem or fat modem, RF integration
strategies, and the consolidation of components at the system
level [5]. They are low-end mobile products with greater
integration since that costs less, though with reduced
processing power. The architecture of mobile processors has
over the years developed the task-specific and simple designs
to elegant, power-efficient and Al-accelerated SoCs. Trends
show that in the future, there is still a concern on improving
Al processing, energy performance, real-time responsiveness,
and smooth connectivity in progressively smaller silicon
footprints.

A. Key Components of Mobile Processor Architecture

Recent mobile SoCs are designed to include multiple
heterogeneous processing units that are specific to
computational tasks:

e Central Processing Unit (CPU): The general-
purpose core which controls and performs sequential
tasks is called the CPU. Mobile CPUs are usually
configured to be performance and power efficiency
balanced, and usually use ARM architecture, including
Cortex-A and Cortex-M series with big. LITTLE or
Dynam 1Q configurations.

e Graphics Processing Unit (GPU): The GPU executes
workloads that are planned, i.e. parallel, e.g. 3D
rendering, image processing and more recently
machine learning inference. Mobile GPUs such as
Mali created by ARM and Adreno created by
Qualcomm are designed to be high performance on a
per-watt basis.

¢ Digital Signal Processor (DSP): DSPs are used to
perform real-time functions such as audio filtering and
voice recognition consuming low power and being
highly efficient. DSPs were originally independent
ICs, but now are found integrated into SoCs and are
common in VLSI designs [6]. Mobile handsets are
dominated by programmable DSPs as they are flexible.
The DSPs became a necessity with the introduction of
the digital mobile signal processing (2G (GSM)
systems, as opposed to the analog 1G systems.

e Neural Processing Unit (NPU): NPUs are specific
hardware accelerators of deep learning inference
which have much better performance and energy
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efficiency on Al workloads like facial recognition and
natural language processing. Al-capable SoCs are also
coming to use NPUs.

e Memory Hierarchy: Designing memory hierarchy is
an essential aspect in mobile SoCs, which typically
contains multi-level caches (L1, L2, and occasionally
L3), on-chip SRAM and external LPDDR memory [7].
Memory access and bandwidth optimization are
critical towards keeping the latency and energy
consumption at a minimum.

The interactions between them dictate the total
computational throughput and power consumption of the SoC
and hence the co-design and schedule strategies of SoC-based
energy-optimization are considered as the core of energy-
aware software development..

B. Power and Energy Consumption in Mobile Devices

The mobile device market has been showing promising
trends, yet, several issues with its implementation still require
correction in case the quantity of devices present in the market
is to keep increasing [8]. Power, capacity, security, and quality
are the primary obstacles. Research into mobile phones in
recent years has been substantial, allowing for a
comprehensive literature review on mobile energy
conservation and consumption as well as studies of various
features and components of mobile devices [9]. With the
addition of voice calls and text messaging, mobile devices
transform into full-fledged multimedia systems over the next
decade. This method of assessment relies on Moore's Law. A
few examples of the many features that mobile phones offer
are built-in GPS devices, video and music players, high-
quality cameras, short-range communication technologies,
and enormous data levels for Internet connections. These
technologies are used to design a number of solutions. All of
these apps and services are connecting with each other through
the phone's wireless air interface. It is obvious that different
mobile phone services use energy. Evidently, all the features
that point to wireless air interfaces being power hungry
basically mean that the phone's battery life minimized.
Because Moore's law predicts that all areas of computing
technology eventually experience exponential growth,
including batteries, this is a problem that phone manufacturers
must solve.

C. Sources of Energy Inefficiency

The energy inefficiencies prevalent in mobile processor
architecture stem from the interplay between hardware,
software, and system inefficiencies. Particularly, dynamic
power consumption, which is due to the transistors switching
frequently and particularly during times of high clock
frequency and/or heavier workload is probably one of the
major causes of energy wastage [10]. Also, energy losses
related to leakage power occur when transistors are not in use
since the state is preserved by supplying power to the voltage
node, a factor that is particularly cumbersome in the deep
submicron technologies. Energy inefficiency may also be
made through the mobile instruction scheduling when it
results in too much processing or too many more instructions
being followed at the cost of a general expansion of power
consumption. As the memory access is considered to occupy
a major share of the whole energy consumed by the
processors, it can also comprise the power consumed together
with off-chip memory. Mobile processing cost just goes
beyond access to the computing or processing capabilities.
Transferring data, such as transfer of data between off-chip
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volatile memory and on-chip processor, consumes relatively
considerable amount of energy because relatively the cost of
data transfer is much high in comparison to the cost of
computation. The presence of thermal hotspots and ineffective
cooling measures lowered the overall performance of the
processors to introduce conservative power management that
result in the inefficient energy consumption of mobile
processor, in majority of cases. It is important to properly
identify and correct these system inefficiencies to come up
with energy aware mobile processor architectures.

I11. DESIGN PRINCIPLES FOR ENERGY EFFICIENCY

The challenge of designing mobile processors of low
energy consumption needs a multi-faceted approach in which
a large variety of hardware and software-based methods are
deployed. Dynamic frequency and voltage scaling one of the
most fundamental facts that actively reduces dynamic power
usage when greater processing power is not needed by
adjusting the processor's voltage and frequency in response to
workload demands. There are other techniques common, such
as the clock gating and power gates technique, which switches
off idle circuitry and cuts both dynamic and leakage power at
the same time. Architecturally, execution of low-power
instructions within an instruction set architecture (ISA)
minimizes energy per instruction, establishing performance
execution channels as well [11]. Other features besides
microarchitectural techniques to conserve energy consist of
reducing pipeline depth, having an execution unit with simple
instruction set, and better use of caches. The focus in these
methods is on the balance amid performance and energy usage
as such that mobile processors have sufficient computing
capability such that the user can surpass his or her
fundamental use-case with promptness whilst maximizing
battery life at the macro-scale.

A. Dynamic Voltage and Frequency Scaling (DVFS)

A popular power management strategy, Dynamic Voltage
and Frequency Scaling (DVFS) is an expansion of Dynamic
Frequency Scaling (DFS) that tries to decrease data centre
energy consumption and increase battery life in portable
devices. Processor voltage and frequency are dynamically
adjusted in response to workload needs, reducing power
consumption during low activity and increasing it during high
performance to keep the system responsive. This method
allows saving a lot of energy without an apparent impact on
the performance and is used in the vast majority of modern
mobile CPUs. The technologies of Speed Step in Intel, and
adaptive DVFS in the Cortex processor using ARM are
examples of how this balance is struck in practice [12]. In this
regard, it is important to ascertain the right voltage to use in
the operation of the microcontrollers or microprocessors since
a low voltage may hamper certain functions. To solve this, two
reference points were obtained in the microcontroller
datasheet which were 0.131 MHz at 1.8 V and 16 MHz at 3.3
V and entered into a microcontroller datasheet in Microsoft
Excel 2019 to create an exponential voltage-frequency model
via regression analysis. This model aids in effective estimation
of the minimum required voltage under several frequencies in
order to ensure stable operation as well as maximize its energy
efficiency as illustrated in Figure 1.
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Fig. 1. Exponential model for stable voltage calculation (red circles mark
points T1 and T2)

A non-linear voltage-frequency DVFS model, which
emphasizes the non-linear dependence of the voltage required
on the frequency in order to maintain constant microcontroller
operation. Key points T1 (0.131 MHz, 1.8 V) and T2 (16
MHz, 3.3 V) define the curve, derived through regression
analysis. This model aids in efficient voltage scaling for
optimized power and performance.

B. Clock Gating and Power Gating

Power Gating (PG) and Clock Gating (CG) are
complementary rather than exclusive methods of reducing
power consumption. Also, CG and PG working together
might lessen the space penalty of inserting the control logic of
each separate method. Knowledge of the sleep function—the
signal that activates and deactivates the sleep transistor—and
data on the circuit's clusters groups of gates that controlled by
the same transistor form the basis of clustered PG. The
clustering process, however, needs to be limited so that CG
and PG can share the control logic. To be more precise, pairs
of cells controlled by the same register serve as an implicit
determinant of the clusters. Of course, there are benefits and
drawbacks to this approach. A positive aspect is that it controls
the sleep transistors using CG signals. In contrast, the
"implicit" clusters' makeup might lead to less-than-ideal cell
groupings when it comes to PG application. Prior to deciding
to use CG and PG together or separately, it is important to
assess the current trade-off between the flexibility in creating
PG clusters and the decrease in overhead caused by sharing
control logic and signals. Since gate grouping is limited by the
current CG structure, the cluster sizes and compositions may
no longer be ideal, as previously stated. Size decisions for the
sleep transistors are affected by this.

C. RISC-VISA

An open instruction set architecture with a comprehensive
software toolchain, RISC-V is being used more and more for
different types of system on chips. For power-efficient
system-on-chips, this advanced RISC instruction set is ideal
for use with scalar processor cores [13]. The instructions used
by the ISA vary according to their intended use, and its
modular nature is evident. Modules of instruction sets that
were quite simple were the primary focus of this investigation.
The ability to build a basic processor core that can execute the
RV32l and RV32IM instruction sets is its strongest suit. The
former includes the base integer instruction set while the latter
adds integer multiplication and division. The PPAs of every
core that was created were measured quantitatively.
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D. Energy Performance Trade-offs

An essential difficulty in designing energy-aware
architectures is establishing a balance between computing
performance and energy efficiency. Focusing only on energy
optimization could cause unacceptable latency or a
diminished user experience, whilst putting performance first
can lead to substantial energy overhead. Thus, contemporary
systems use adaptive techniques to change their power and
performance states (P-states) on the fly according to what the
application needs. Designers often rely on performance-per-
watt metrics and Pareto optimization to analyze and manage
trade-offs. Incorporating machine learning-based prediction
models is an emerging approach to optimize energy-
performance curves in real-time.

IV. SYSTEM-LEVEL ENERGY OPTIMIZATION TECHNIQUES

The system level optimizations are required to optimize
the overall mobile processor architecture by coordinating the
intelligent decisions regarding energy by the software with the
hardware capabilities. Processor, memory, OS, and other
processor components work together in system-level
optimizations, which allow the processor to make global
decisions, as opposed to hardware-level optimizations, which
focus on individual components. For mobile processors
nowadays, the most popular and commonly used feature is
dynamic voltage and frequency scaling, or DVFS. Power
consumption during idling or low utilization can be greatly
reduced with DVFS since the CPU can dynamically adjust the
supply voltage and clock frequency depending on the
workload. Another optimization that can be used to minimize
energy and maximize performance is the scheduling or the
way on how to assign the processes to the processor cores.
Nevertheless, care should be taken such that the scheduling
algorithm looks beyond performance implications and also
deals with energy consumption. Managing thermal-related
problems improve reliability in the future, particularly as
mobile platforms grow to be more performant and thermal
management problems become all-important or constitute the
bottle neck. Thermal-aware scheduling shifts thermal loading
among the cores of processors and reinvents the operation of
thermal hotspots, which either decrease the performance or
increase the leakage power greatly.

A. Energy Management Techniques

Smartphone energy management techniques can broadly
be categorized into two areas: practical implementations for
energy efficiency and energy assessment approaches [14], as
shown in Table I:

TABLE I. CLASSIFICATION OF SMARTPHONE ENERGY MANAGEMENT
TECHNIQUES INTO IMPLEMENTATION AND ANALYSIS APPROACHES

Category

Description

Examples

Implementations

Practical methods aimed
at reducing energy
consumption  through
software or system-level
enhancements.

Development of
energy, efficient
OS/software-
Optimization strategies
for existing platforms

Analysis

Assessment-focused
studies that identify high
energy-consuming
components or evaluate
tools and frameworks

used in energy
measurement and
reduction.

Evaluation of energy
measurement  tools.
ENKOC: A mobile
network framework for
energy-efficient
parallel search that
reduces  localization
costs and network
traffic using power-law
distribution
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Smartphone energy management involves practical
implementations to reduce power consumption and analytical
approaches to assess and optimize energy use, collectively
aiming to improve efficiency and extend battery life.

B. Machine Learning-Based Energy Prediction

Numerous studies on ML development have been carried
out in the construction industry, with a concentration on
energy efficiency, building performance, and occupant
comfort. Constructed a machine learning model to forecast
energy performance and the energy retrofitting scenario for
building components; this was done with an eye towards the
energy aspect [15]. Researchers found that ML's great
reliability and short processing times made it a potential
replacement for traditional technologies used to simulate
building performance. One of the four schematic predictive
methodologies they used to establish energy projections is an
ML method based on long short-term memory (LSTM) that
asserts to have a faster computing time than the Energy Plus
simulation [16]. In contrast, it developed an ML model using
the convolutional neural network (CNN) method to replace a
building energy modelling tool. This model successfully
predicts thermal energy using a wide range of building designs
and climate variables as inputs [17]. ML models that can
foretell how well an energy retrofit would work could be a
powerful resource for investigating the growing number of
options available to inform such decisions [18]. Using a multi-
step predictive deep reinforcement learning method based on
an LSTM neural network with a generalized cross entropy
(GC-LSTM), a newly published study found that smart
building HVAC control systems could cut power consumption
expenses without sacrificing user comfort. In order to
maximize user comfort, the computational framework
compares the actual indoor temperature with the predicted
outdoor temperature.

C. Thermal-Aware Scheduling

Thermal-aware scheduling is a major issue to be taken into
account in such energy-alert mobile processor architecture
and deals with temperature control and thermal hotspots
prevention within processors. Since mobile processors are
expected to run in a constrained thermal situation, a lot of heat
in the chip can result to throttling, performance loss, higher
leakage power, and eventually can be used to compromise the
processor hardware, which Thermal-aware schedulers aim at
keeping track of thermal profiles of the system and are capable
of dynamically scheduling tasks and modifying their
execution patterns in such a way that thermal load is balanced
across the range of core types and system components [19].
Thermal-aware scheduler have one form of being just
prioritizing the low-power tasks, but more advanced
thermally-aware scheduler characteristics may alleviate
thermal burdens by cold-staging/head-staging or migrating the
heat intensive tasks or throttling the overheated core(s) to
lower clock frequencies. Finally, proper management of
thermal loads through proper consideration of thermal,
specific processors can run normal workloads, be efficient,
and deliver the performance level which may be limited by a
physical environment. Hence, thermal-aware scheduling is
state-awareness in the system level energy management
pedestrian view.

D. Emerging Trends

Modern mobile central processing unit designs aim to
improve efficiency and performance by incorporating cutting-
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edge technologies. Modern central processing units (CPUS)
can now use machine learning models to foretell how
workloads behave, which allows them to better manage
resources, reduce energy loss while switching between tasks,
and handle multitasking with ease [20]. Additionally, the
integration of Neural Processing Units (NPUs) supports Al-
driven tasks such as voice and facial recognition, with
dedicated cores like Apple’s Neural Engine and Qualcomm’s
Hexagon delivering significantly better performance than
general-purpose cores. Another notable development is the
increasing use of advanced manufacturing nodes, such 5nm
and 3nm technologies. These nodes allow more transistors to
be incorporated in a small area, which results to better
performance, less power usage, and reduced leakage current.
There are leading semiconductor vendors such as TSMC and
Samsung who are using these state-of-the-art nodes in high-
end mobile CPUs, such as: the A17 Bionic of Apple and the
Snapdragon 8 Gen 3 of Qualcomm.

V. LITERATURE OF REVIEW

This literature Summary examines recent advancements in
energy-aware mobile processor architectures, highlighting
thermodynamic modeling, ASIP design, femtocell-based
frameworks, power delivery networks, robotic system
optimization, and architectural energy efficiency,
emphasizing performance gains, power reduction, and future
research opportunities across domains.

Dou, Liu and Xiao (2025) Introducing MobiRL, a
scheduler that uses reinforcement learning to smartly modify
the frequency of the CPU and GPU on mobile platforms in
order to meet user needs precisely. Autonomously learning to
optimize Ul smoothness and power consumption, MobiRL
monitors the mobile system status and adjusts CPU/GPU
frequency. Experiments conducted on recently shipped
smartphones demonstrate that MobiRL reduces power
consumption by 42.8% and the frame drop rate by 4.1%
compared to the popular commercial scheduler. In addition,
MobiRL has a lower frame loss rate (up to 2.5%) and lower
power usage (32.6%) compared to a study that used Q-
Learning for CPU frequency scheduling. Products for mobile
phones have included their method [21].

Hubner et al. (2025) explores the architectural aspects and
possible performance gains of the Apple Silicon M-Series
System on a chip (SoC) for high-performance computing
(HPC), including the CPU and GPU designs, the unified
memory architecture, and coprocessors like Advanced Matrix
Extensions (AMX). It then creates and implements
benchmarks in Metal Shading Language and Objective-C++
to evaluate computational and memory performance, while
also measuring power consumption and efficiency with
Apple's power metrics tool. The results show that the M-Series
chips have comparatively high memory bandwidth and
substantial improvements in computational performance,
especially the GPU surpassing the CPU starting with the M2
and reaching a peak performance of 2.9 FP32 TFLOPS for the
M4. All four processors achieve an efficiency of more than
200 GFLOPS per Watt, with power consumption ranging
from a few watts to 1020 watts [22].

Bonen et al. (2025) Architectural
established from the bottom up. LNL

principles were
improved the
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performance and efficiency of core partitioning, added fine-
grain power delivery, revised idle state management, reduced
CPU wakes, improved memory subsystem power states, and
optimized clusters with a single threaded core. It could also
reduce software load to the desired hardware at runtime.
Along with NVMe's premium features, LNL included
memory-on-package, a power management integrated circuit,
a robust neural processing unit, a memory-side cache, and
whole storage encryption. This LNL design able to operate
between 8 W and 30 W+ and also with LPDDR5 up to 8533
MHz [23].

Jung et al. (2025) a semantic LIDAR-PNN-SLAM (LP-
SLAM) system is described to have a real-time semantic
LiDAR SLAM processor (LSPU) which provides real-time 3-
D segmentation, localization, and mapping using point neural
networks (PNNs). The LSPU implements the LP-SLAM and
has the following capabilities: 1) a KNN cluster, with 2-D/3-D
spherical coordinate-based bin (SB) searching; 2) a PNN
engine (PNNE) with a global point-level task scheduler
(GPTS) to maximize core utilization using two-step workload
balancing; 3) a key point extraction core (KEC) to skip
unnecessary computation in the sorting operation; and 4) an
optimization cluster with configuration-capable computation
modes to support key point-level pip. The result is that the
suggested LSPU uses 99.89% less energy than current CPU +
GPU platforms, accomplishes 20.7 ms of processing time, and
demonstrates real-time semantic LP-SLAM [24].

Peng et al. (2024) developed a heat transfer model of the
processor of a mobile computing device based on
thermodynamics. Considering Lindauer’s principle, the
maximum computing rate of the processor is derived.
Moreover, the performance of devices adopting multi-
processor is evaluated, where each processor works
periodically to complete the computing task. The conditions
for stable computing and the thermodynamic advantage of
multi-processor are given. Based on the evaluation, an
optimization method is proposed to lower the average
temperature of the processor, and simulation results show that
the maximum computing rate can be improved up to 20.9%
[25].

Park et al. (2024) present an advanced application-specific
instruction-set processor (ASIP) design for touch controller
systems, efficiently accelerating various signal processing
algorithms for high-quality touch detection problems on
resource-limited mobile devices. Mapping to the baseline
ARM Cortex-M3 embedded processor, identify critical
bottlenecks in the target touch detection algorithm by
measuring the processing time of major functions. An ASIP
architecture is newly defined by introducing touch-aware
single-instruction  multiple-data  (SIMD) instructions.
Implementation results show that adding the proposed ASIP
core to the baseline SoC solution enhances the processing
efficiency of critical functions by more than 2 times while
increasing the overall area costs by only 8% [26].

A comparative analysis of recent research on energy-
aware mobile processor architectures is provided in Table 11,
with various approaches, main findings, implementation
difficulties and future research directions having been outlined
to achieve better energy efficiency.
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TABLE Il. LITERATURE SUMMARY ON ENERGY-AWARE MOBILE PROCESSOR ARCHITECTURES WITH DESIGN PRINCIPLES AND OPTIMIZATION METHODS
Author Study On Approach Key Findings Challenges Future Directions
Dou, et al. | Intelligent Reinforcement ~ Learning- | 4.1% reduction in frame drops - | Generalization Extension to

(2025) CPU/GPU based scheduler (MobiRL) | 42.8% power savings over | across different | heterogeneous
frequency that adjusts CPU/GPU | commercial schedulers. | device architectures; | architectures and multi-
scheduling on | frequencies for optimal | Outperforms Q-learning method | trade-off between | task optimization;
mobile devices performance and energy | by 2.5% in frame drops and | learning cost and | integration with other

savings 32.6% in power reduction real-time subsystems like NPU
responsiveness and display engines

Hubner et al. | Assessment  of | Architectural analysis and | GPU outperforms CPU in M2 | Limited FP64 | Enhancement of GPU

(2025) Apple Silicon M- | performance benchmarking | onward - Peak 2.9 FP32 TFLOPS | performance; FP64 capabilities;
series SoCs for | of M1-M4 chips using Metal | (M4), Over 200 GFLOPS/W | constrained improved support for
High Performance | and Objective-C++ efficiency for GPUs. Effective | software ecosystem | open HPC toolchains on
Computing (HPC) memory bandwidth utilization for HPC Apple platforms

Bonen et al. | Power-optimized Design of LNL architecture | Reduced CPU wake-ups. | Complexity in | Scalability toward edge

(2025) hybrid core | with performance/efficiency | Improved power states for | runtime workload | and AloT  devices;
architecture core  partitioning,  fine- | memory subsystem. Integrated | distribution; tighter integration with
(LNL) for mobile | grained power delivery, and | NPU, memory-side cache, NVMe | hardware-software Al accelerators
processors advanced power | encryption co-optimization

management needed

Jung et al. | Real-time Hardware accelerator | , 20.7 ms real-time semantic | Hardware Generalization to

(2025) Semantic SLAM | (LSPU) implementing LP- | SLAM processing and 99.89% | complexity; multimodal SLAM;
Processing for | SLAM using PNN, kNN | energy reduction vs. CPU+GPU | adapting to diverse | scalability for
LiDAR systems clustering, and optimized | setups LiDAR  hardware | autonomous  vehicles

pipelining for 3D perception and real-world | and robotics
tasks scenes applications

Peng et al. | Heat transfer and | Thermodynamic model + | Multi-processor systems reduce | Maintaining stable | Optimization methods

(2024) thermodynamic performance evaluation of | average temperature; computing | computing under | to enhance thermal
modeling of | periodic multi-processor | rate improved by 20.9% thermal constraints efficiency and
mobile processors | systems computing throughput

Park et al. | ASIP design for | ASIP with SIMD for 2D | Processing efficiency >2x; area | Balancing Further  specialization

(2024) signal processing | matrix computing on ARM | overhead only 8% performance  gain | of ASIP for other high-
in touch controller | Cortex-M3 VS. hardware | precision mobile
systems overhead applications

V1. CONCLUSION AND FUTURE WORK REFERENCES

This Study examines the complex interplay between

mobile processor energy efficiency and

architecture,

(1]

techniques of optimization at system levels. It points out how
logic and memory integration, use of design approaches such

as DVFS, clock gating, power gating, and use of compact

(2]

instruction sets such as RISC-V can be used to achieve

considerable improvements in energy-performance of mobile
devices. The discussion also highlights the issues of thermal

(3]

hotspots, inefficiencies in accessing the memory and losses in
energy through software and hardware issues. More so, the

paper highlights the necessity of holistic optimization of the

(4]

architecture and system-level in order to increase battery life
and maintain performance in the contemporary smartphones.
On the whole, energy-conscious design is essential to the

future generation of mobile processors to meet more and more

complicated applications with finite power constraints.

(5]

The future research needs to focus on the creation of

intelligent and adaptive energy management systems using

(6]

machine learning to predict workloads and thermal modelling.

There should also be a focus on more intelligent, thermally-
aware schedulers that are able to migrate tasks in real time and

(7]

control clock speed to avoid hardware degradation. The

extension of open ISAs such as RISC-V can be used to achieve

(8]

more architectural innovation and energy efficiency across a
diverse range of mobile platforms and co-optimization of

hardware with software stack will be critical. Finally,

(9]

advancing low-power SoC simulation environments and
providing better tooling support for developers will address
current gaps in building truly energy-optimized mobile
applications.
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